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Abstract 
 

Face recognition is a natural form of biometric authentication that is integral to 

social dynamics as people often engage in face-to-face communications, which 

regularly requires the ability to verify each other’s identities through quick and 

reliable recall techniques. Cross-race effect is a psychological phenomenon 

which suggests that people tend to recognize faces belonging to their own race 

more easily and better than faces from another race. Multiple theories have been 

posited to explain why this phenomenon arises, but there is no universally 

accepted model as yet. However, there is a controversial, yet common belief 

that Cross-Race Effect is a direct outcome of innate racial bias.  

 

In an effort to dispute that idea of racial preconception, this project questioned 

Cross-Race Effect through the lens of pattern recognition. Following a research 

review methodology, it investigated foundational and current research that 

explored intuitive reliance on patterns during face recognition. It was 

hypothesized that – If people are quizzed on face recognition tests, then 

they will exhibit regularities in the challenges experienced because our 

cognitive ability to encode faces employs systematic pattern recognition 

processes. Following critical and in-depth evaluation of research evidence, it 

was established that face recognition categorically relies on a norm-based 
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coding of facial features. Additional findings tied face recognition to neural 

activity thereby establishing neurophysiological correlates for this cognitive 

process. The hypothesis was strongly supported with a clear indication that our 

ability to recognize and differentiate between faces relies on systematic coding 

of visual patterns, which are based on common structural particulars of facial 

geometry. Future implications suggested experimental research around 

association of face recognition with experience, aging and neuroplasticity for 

improved substantiation of the mechanics of face recognition. This research 

could assist in the development of assistive technologies for the rehabilitation of 

face recognition in brain conditions such as autism spectrum disorder (ASD). 

 

 

Keywords: Face recognition, cross-race effect, norm-based coding 
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Introduction 

 

Face recognition refers to the ascertainment and verification of the identity of a 

person through facial features. It is essentially a cognitive process that involves 

the capture, analysis and comparison of information about eyes, nose, mouth, 

hair, etc. Interestingly, studies in behavioural psychology and cognitive 

neuroscience have established that deep insights about the mental ability of 

face recognition can be gathered even through low technology measurements 

of behavioural responses that quantify – time and accuracy. In the absence of a 

meta level theory of such cognitive abilities, the research was crucial for an 

understanding of the elemental nature of perception. More recently, research in 

neuroscience has corroborated these findings with EEG measurements of active 

centers in the brain’s frontal lobe and right Temporoparietal Junction (Deen et 

al., 2017; 2020). 

 

Behavioural analysts claim that cross-race effect implicitly results from racial 

bias (Lebrecht et al., 2009), which is also known as own-race bias or other-race 

bias. However, popular literature as well as academic research exploring 

cognitive processes points to an underlying intuitive reliance on patterns 

(Hawkins & Blakeslee, 2004; Mckone, 2012). The focus of this project was 
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guided by these two perspectives to determine evidence of the use of pattern 

recognition in face recognition.  

 

This report presents the framework of the project, detailed background 

research, a summary of the analysis and discussion of findings, conclusions, 

implications for further research, and a references list and acknowledgements.  
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Project Framework 

Problem 
Common belief claims that Cross-Race Effect is an outcome of innate 

racial preconceptions 

 

Objective 
1. Is our cognitive ability to recognize and differentiate between faces related 

to intelligence? 

2. Is Cross-Race Effect purely an outcome of racial preconception? 

3. In Face Recognition , why is in-between category differentiation better 

than within-category differentiation? 

 

Hypothesis 
If people are quizzed on face recognition tests, then they will exhibit regularities 

in the challenges experienced because our cognitive ability to encode faces 

employs systematic pattern recognition processes 

Face Recognition intuitively relies on systematic pattern recognition 

processes 
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Methodology & Findings 

Participants 

Materials  

Procedure  

 

Initially, the project design intended to investigate foundational research in 

behavioural psychology that explored intuitive reliance on patterns during face 

recognition through thorough yest simplistic behavioural experiments. Critical 

analysis revealed that the investigation was eye-opening yet minimal in scope, 

which led to inclusion of more recent studies from cognitive neuroscience in 

order to ensure a more robust body of research evidence.  

 

Through extensive reading and detailed analysis, a systematic understanding 

was developed which elucidated the basis of face recognition patterns in cross-

race effect through processes mainly including:  

1. Face inversion effect 

2. Whole-part effect 

3. Composite effect 

4. Norm-based coding 
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1. Robert Yin, 1969 
 
Face Recognition works differently from object recognition 

• The face inversion effect: a greater decrease in memory for upside-down 

compared to upright stimuli for faces than other stimuli. Disproportionate 

inversion effect 

• However, the level of decrease in memory for houses or other non-human 

objects is not as drastic; this could perhaps be because the brain stores a 

more complex representation of faces than non-human objects which in 

turn results in less flexibility in pattern recognition!!! 
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2. Tanaka and Farah, 1993; Young et al., 1987 

Face Recognition is holistic 

• Whole-part effect: subjects are better able to discriminate parts in 

the context of the whole face than when presented alone. Face 

representations are holistic, not decomposed into parts! 

• Composite effect: when the top and bottom halves of two 

separate faces are put together, it is comparatively easier to identify 

the faces when they are misaligned than when they are smoothly 

aligned 

 

Source: Young, Andrew W, Deborah Hellawell, and Dennis C Hay. “Configurational Information in 
Face Perception.” Perception (London) 42.11 (2013): 1166–1178. Web. 
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3. Elinor Mckone, 2012 

Face Recognition uses norm-based coding  

• Face-space coding of face identity: we code how a face differs 

from the average face or or face norm; an analog would be 

memorizing faces by placing them on a 2-D face space domain 

• Note that in reality the brain is using a multi-dimensional space (not 

just 2-D or 3-D) to encode and respond to different facial attributes 

• The face space coding is based on two types of responses: 

broadband-opponent coding and linear response functions. 

• Broadband coding is set up such that one set of neurons respond 

to the maximal value of an attribute while another group of neurons 

respond to the minimal value of the same attribute 

• The linear opponent coding function is a physiologically confirmed 

phenomenon which involves face selective neurons that have linear 

ramp functions to respond to several face attributes 

• Elinor Mckone et al proved this with a series of experiments in 

which participants were shown faces with the distance between 

eyes and mouth stretched in two phases. In the first phase, the 

participants were shown stretched faces and asked to determine 

whether the face was normal while in the second phase, the 
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participants were pre-conditioned by showing an adaptor stretched 

face before showing them test images 

• Two key findings from this study were that people adapt to facial 

feature recognition once they have been conditioned to a new norm 

and secondly, that the facial feature recognition ability varies 

between individuals 

• Everyone has their own face norm that changes over time. Every 

time you look at somebody for a while, your norm adjusts in the 

direction of that person.  

• For example, the other race effect: they all look alike. Whoever 

they are, if I haven’t spent as much time around them as I have 

around my people, then they all look alike! This is not racism; it is a 

fact about perception. We are just much better at discriminating 

faces of races that we’re familiar with than faces of races that we 

are less familiar with. Since we have built a norm in face space for 

the people we have encountered, it is difficult to adapt that space to 

a race of people we have not been exposed to before. 
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Source: Dennett, Hugh & Mckone, Elinor & Edwards, Mark & Susilo, Tirta. (2012). Face Aftereffects Predict Individual 
Differences in Face Recognition Ability. Psychological science. 23. 10.1177/0956797612446350. 
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Source: Dennett, Hugh & Mckone, Elinor & Edwards, Mark & Susilo, Tirta. (2012). Face Aftereffects Predict Individual 
Differences in Face Recognition Ability. Psychological science. 23. 10.1177/0956797612446350. 

 
 
 
 
 
 

 

 
Source: Dennett, Hugh & Mckone, Elinor & Edwards, Mark & Susilo, Tirta. (2012). Face Aftereffects Predict Individual 
Differences in Face Recognition Ability. Psychological science. 23. 10.1177/0956797612446350.  
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4. Hawkins & Blakeslee, 2004 

1. On Intelligence by Hawkins & Blakeslee, 2004 

• Jeff Hawkins’ book on creating machine intelligence reinforces 

these ideas by noting that two of the key components to creating a 

complete artificial brain are memory and recall 

• Moreover, he notes that unlike our concept of classical computer, 

the brain (more precisely, the neocortex): 

o Stores sequences of patterns 

o Recalls patterns auto associatively 

o Stores patterns in an invariant form 

o Stores patterns in a hierarchy 

• Hawkin’s maxims align well with the experimental observations on 

facial recognition from Robert Yin, Tanaka and Farah, Young et al 

and Mckone et al 

• Similar to the general memory and recall processes of the brain, 

face recognition must be based on patterns stored in a sequential, 

hierarchical and time invariant manner which are recalled auto 

associatively and not as a single complete entity 
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• The response to external stimuli can be approximated using 

common mathematical functions such as hypertangent, sigmoid, 

identity or linear ramp and ReLu functions 

 

• These mathematical functions approximate the behavior of 

broadband-opponent and linear opponent functions of neurons and 

face detecting cells 

• Additionally, these functions represent the norm based coding 

aspect and bias in neural processing  explored by Mckone 

• Unsurprisingly, these functions also form the basis for artificial 

intelligence and machine learning algorithms being used in current 

consumer technology which range from learning human behavior to 

predicting the future based on past and present stimuli 
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5. Deen, Kanwisher, Saxe et al., 2017; 2020 

Neurophysiological Validation 

• Ben Deen, Nancy Kanwisher and Dr. Rebecca Saxe validated the 

neuronal basis of face recognition by using EEG measurements 

• Her experiments demonstrated that the frontal lobe of the brain and 

the rTPJ experience high activity when the brain is focused on the 

facial expressions while trying to interpret the mind of another 

person 

• This confirms that the behavioral model proposed by Mckone and 

Hawkins has correlational basis in the human brain 

• Therefore, by association we can conclude that face recognition is a 

result of neuronal activity; experimentally establishing the complete 

neural pathways involved in face recognition will require extensive 

EEG measurements on several living human bodies; as such it may 

be impossible  
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NOTES: Face Recognition varies across subjects, is heritable, not 

correlated with IQ 

• Is heritable: identical twins > fraternal twins 

• not correlated with IQ: Must be a separate system/part of the brain than 

cognition with no reason to be correlated domains 
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6. List of Scientific Concepts 
Explore the key points, problems and issues related to your subject matter. 

Ensure that your information is accurate and complete for your level of 

knowledge and understanding. Relevant graphs or tables from other workers’ 

research may help to summarize your concepts. Remember to get permission to 

us other people’s graphs, pictures etc., or at least to give the proper credits 

(CYSF, 2009). 

 

Cross race effect 
Face recognition 
Pattern recognition 
Face inversion effect 
Whole-part effect 
Composite effect 
Norm-based effect 
 
 
NOTE: See Research Methodology for definitions 
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Analysis & Conclusion 

The final outcome of your investigation as supported by the research; relate your 

conclusion directly to your initial thesis/hypothesis (CYSF, 2009). 

 

It is essentially a cognitive process that involves the capture, analysis and 
comparison of information about eyes, nose, mouth, hair, etc.  
https://www.jumio.com/facial-recognition-vs-facial-authentication/ 
 
Essentially, lessons from these foundational behavioural experiments, 
studies in cognitive neuroscience and subsequent applied research 
indicate three aspects about our ability to recognize and differentiate 
between faces  

• It is different from object recognition 
• It takes into account holistic face representation 
• It uses norm-based coding systems 

 
On a parallel note, the book On Intelligence reinforces the experimental 
observations of Yin, Young, Tanaka, McKone and their teams. Author and 
machine intelligence expert Hawkins notes that the key components for 
creating a complete artificial brain are memory and recall. He sums up 
findings in four maxims that the neocortex region of the human brain 

• Stores sequences of patterns 
• Stores patterns in an invariant form 
• Stores patterns in a hierarchy 
• Recalls patterns auto associatively 

 
These rules are seamlessly applicable to the cognitive ability of Face 
Recognition because our face identification system  

• Detects faces 
• Captures data on facial features and 
• Analyzes facial geometry and then  
• Matches the input against stored databases of known faces 

 
Therefore, insufficient databases can directly limit Face Recognition 
capabilities. Even a person with high IQ could either simply mistake a 
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person for another or completely fail to recognize a person because of 
limited awareness. All this data proves that face recognition is not an 
exclusive outcome of intelligence. Additionally, evidence of norm-based 
coding of faces refutes racial bias as the cause underlying inability to 
differentiate between faces. Ambiguity in recognizing faces is a genuine 
issue stemming from lack of our limited observation and scarce exposure. 
 
On the whole, these findings support the initial prediction that our ability to 
recognize and differentiate between faces categorically relies on pattern 
recognition processes. Face recognition engages systematic encoding 
and decoding processes, which draw heavily from experience of visual 
patterns that are based on common structural particulars of facial 
geometry.  
 
That explains why between-category differentiation is better than within-
category differentiation! People may not experience confusion in 
delineating Asian faces from African faces from Caucasian faces but find it 
difficult to differentiate among Asian faces, among African faces or among 
Caucasian faces depending on their unfamiliarity quotient.  
 
Going back to my early experiences with cross-race effect: By exclaiming 
“You look so alike!” our parents may not have intended but definitely 
telegraphed that they did not notice our uniqueness. We laughed it off, 
but I cannot deny that the interchangeability can be a minimizing 
experience. As research has revealed that lack of exposure underlies 
difficulty in face recognition, it is important that the role of exposure in the 
development of face recognition is explored.  
  
Facial Recognition systems can be improved by training algorithms on a 
larger and more diverse set of faces and by using additional facial 
parameters which are independent of skin color to compensate for the 
limitations of the human brain. Minimizing and eventually eliminating 
systemic bias in surveillance and security systems is crucial for equitable 
law enforcement. 
  
Ultimately, our ability to work around Covid-19 mandated face masks to 
recognize people suggests that it is completely possible to tackle 
limitations of Face Recognition patterns that lead to Cross-Race Effect! 
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The hypothesis of this project presented an expectation that if people are 

quizzed on face recognition tests, then they will exhibit regularities in the 

challenges experienced because our cognitive ability to encode faces employs 

systematic pattern recognition processes. Analysis of findings from the research 

consistently supported the hypothesis through evidence that our intuitive ability 

to encode faces draws on systematic patterning through behavioural 

phenomena such as the face inversion effect, the whole part effect, and the 

composite effect.  

 

In a clear answer to the question posed by the project, evidence that challenges 

faced by subjects on face recognition tasks exhibit patterns clearly indicated 

that people rely on pattern recognition when they engage in the recognition of 

faces. This goes to indicate that cross-race effect is associated with face 

recognition patterns. 

 

Following critical evaluation of the body of research, it can be summarized that 

face recognition must be based on patterns stored in a sequential, hierarchical 

and time invariant manner which are recalled auto associatively and not as a 

single complete entity. As such, the facial recognition mechanisms are based on 
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conditioning the neural system using a range of external stimuli. This leads to a 

fairly flexible and non-linear mechanism that can tackle a wide range of variation 

in patterns and external stimuli. The non-linearity spans multi-dimensional face 

space coding and is not limited to 2D or 3D maps of faces. However, it is also 

evident that when presented with facial features beyond the pre-conditioned 

range, people have difficulty recognizing faces accurately in the extended range. 

Equally fascinating is the fact the neural cells engaged in facial recognition can 

be re-conditioned fairly quickly to a different range of external stimuli which has 

been experimentally validated. It is furthermore evident that this capability varies 

across individuals depending on the perceptive capability of the elemental 

neurons and the collective neural system of every individual. This research 

strongly confirms our hypothesis that people use patterns to recognize faces 

and that there are systematic differences in facial recognition processes which 

account for the cross-race effect.  

 

 
 

Limitations & Implications 

Discuss how you could take your research further, or what experiments you 

could undertake to support your conclusion. Include an explanation of why 
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people would be interested in knowing your results and how they can be used 

(CYSF, 2009). 

 

Limitations & Implications 
What is important here is that this effect or bias has urgent implications 
for the expanding use of Facial Recognition technology as a commonly 
used biometric to authenticate identities. I mean, we depend on it without 
much thought to unlock our phones, use social media, etc. and law 
enforcement uses it as a surveillance tool to identify criminal suspects, 
witnesses and other people of interest. 
  
In fact, high level results from NISTIR 8280 - a landmark US Federal study 
released in December of 2019 showed that Facial Recognition systems 
misidentified people of color more often than white people. In a press 
release, Patrick Grother – primary author of the report was quoted “While it 
is usually incorrect to make statements across algorithms, we found 
empirical evidence for the existence of demographic differentials in the 
majority of the face recognition algorithms, we studied.” 
  
The shocking finding has intensified focus on mitigation of inherent racial 
bias in surveillance tools. 
 

The study does not discriminate between Facial Recognition and Facial 

Identification.  

 

The findings from this research review demonstrate that individual differences 

can be investigated to understand aspects of cognitive neuroscience because 

we can learn about the cognitive ability of face recognition using simple 

measurements of behavioral responses based on accuracy and time. 
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Although the sample size and trials in this practice project were too small to 

establish validity of the findings, the distinct trends are encouraging for 

extended research using sizeable sample sets and multiple trials. It would be 

interesting to explore the following pertinent questions through experimental 

studies: 

 

• What is the role of experience in face recognition? 

• Does the age of the perceiver and age of the subject of identification 

influence face recognition? 

These efforts can add unique information to the existing pool of knowledge 

about human behavior and cognition improve our understanding of the role of 

spontaneous collateral interactions. 
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Appendix: Research Publications 

 

 

I on,
1969,

iraal ol Experimental Psychology
i9, Vol. 81, No. 1, 141-145

LOOKING AT UPSIDE-DOWN FACES1

ROBERT K. YIN 2
Massachusetts Institute of Technology

Memory for faces was compared with memory for other classes of familiar
and complex objects which, like faces, are also customarily seen only in one
orientation (mono-oriented). Performance was tested when the inspection
and test series were presented in the same orientation, either both upright or
both inverted, or when the two series were presented in opposite orientations.
The results show that while all mono-oriented objects tend to be more diffi-
cult to remember when upside-down, faces are disproportionately affected.
These findings suggest that the difficulty in looking at upside-down faces
involves two factors: (a) a general factor of familiarity with mono-oriented
objects; and (6) a special factor related only to faces.

It is a well-known fact that pictures of hu-
man faces, when viewed upside-down, are
extremely difficult to recognize (Arnheim,
1954, p. 86; Attneave, 1967, p. 26; Kohler,
1940, p. 60). Kohler not only noted this,
but also speculated that the difficulty was
attributable to the loss of "facial expression"
in the inverted picture. More recently, in-
vestigators have examined this phenomenon
in several ways. Brooks and Goldstein
(1963) showed that recognition of inverted
faces is worse than that of upright faces
when children are asked to identify snapshots
of their classmates. That memory for in-
verted faces is poorer than memory for up-
right faces among adults has been shown in
a paired-associate task (Goldstein, 1965)
and a recognition task (Hochberg & Galper,
1967).

These studies have not indicated the ex-
tent to which the difficulty in viewing an up-
side-down face is related specifically to the
face. An alternative hypothesis would be
that any set of objects customarily seen in
one orientation, i.e., mono-oriented, might
be more difficult to recognize when inverted.
Some evidence for this hypothesis was re-

1 This study was supported by a grant from
the John A. Hartford Foundation, Inc. (New
York, N. Y.) to H.-L. Teuber and a predoctoral
award to the author from the National Science
Foundation. The author gratefully acknowledges
the advice and encouragement of H.-L. Teuber
throughout all phases of this work.

2 Requests for reprints should be sent to Robert
K. Yin, Department of Psychology, Massachusetts
Institute of Technology, Cambridge, Massachusetts
02139.

ported by Henle (1942), who showed that
alphabetic letters were correctly perceived
more frequently than their mirror reversals
by 5"s familiar with the letters, and by Ghent
(1960), who found that young children are
markedly dependent on familiar orientation
for recognizing realistic figures. In addition,
Dallett, Wilcox, and D'Andrea (1968) re-
ported that memory for upright magazine
pictures was better than that for the same
pictures when presented upside-down. The
investigators did not indicate, however, the
extent of homogeneity among the pictures or
the degree to which the pictures were of ob-
jects that are customarily mono-oriented.

The present experiments were designed to
test whether a general impairment on mono-
oriented objects when inverted could account
for the difficulty with viewing upside-down
faces. More specifically, performance on up-
right and inverted tasks for faces was com-
pared with that for other classes of every-
day objects having a priori properties similar
to faces in being mono-oriented, familiar,
complex, and not easily verbalized, i.e., ob-
jects that are not distinguished from each
other by the use of simple labels.

To test performance, a forced-choice recog-
nition memory task was used. In this task,
5s were shown individual pictures (an in-
spection series) and then presented with
pairs of pictures (a test series). In the
test series they indicated the one of the
pair they thought they had seen in the in-
spection series. Three experiments were
conducted. In the first and third, the

141



142 ROBERT K. YIN

orientation of the materials in both the in-
spection and test series was the same (both
upright or both inverted). In the second,
the orientations were opposite (inspected
upright and tested upside-down or inspected
upside-down and tested upright).

EXPERIMENT I
Method

Subjects.—There were 26 paid volunteers, 13
men and 13 women, ranging from 18 to 31 yr, of
age (mean age = 21.7 yr.). These were under-
graduate and graduate students attending summer
schools in the Boston area and represented a wide
variety of geographical origins and academic
interests.

Materials.—There were 64 different pictures,
all black and white, within each of four types of
materials: faces, houses, airplanes, and men in
motion. All pictures were pasted on a 3 X 5 in.
card for presentation.

The faces were studio pictures of adult males,
chosen to be similar with respect to general age,
expression, and lack of outstanding distinguishing
features, such as glasses, beards, or unique marks.
All poses were full face, and the pictures were
trimmed just under the chin to eliminate as much
clothing as possible. The houses were generally
of the same architecture, but were not as uniform
as the faces in orientation of view or size of pic-
ture. In addition, since all were actual photo-
graphs, the pictures included trees and other nat-
ural features, although they were trimmed to
minimize the presence of distinguishing features,
such as fences, front stoops, and roof markings.

Neither the airplanes nor the men in motion
were real photographs, but were caricatures. The
planes were sideview silhouettes of all types and
models (military, commercial, and private) of
planes found in the world today. The men-in-mo-
tion pictures consisted of the same cartoon stick
figure engaged in various everyday movements and
postures, with no other objects present in any of
the pictures.

Procedure.—Each S1 looked at an inspection
series of 40 pictures, presented singly and turned

TABLE 1
MEAN ERRORS, Exp. I

Material

Faces
Houses
Airplanes
Men in motion

Presentation

Test and Inspection
series upright

M

.89
2.23
3.65
2.35

SD

1.09
1.60
1.69
1.27

Test and inspection
series inverted

M

4.35
3.42
3.85
3.27

SD

1.41
1.36
2.03
1.58

by E at a rate of 3 sec. per picture. Then a test
series, consisting of 24 pairs of pictures, was pre-
sented. Each pair contained 1 old picture (an
exact duplicate of a picture in the inspection series)
and a new picture (one not previously shown),
and S had merely to indicate which picture in each
pair was the old one. The S proceeded at his own
rate in the test series. Since only 24 pairs were
in the test series, there were 16 pictures in the
inspection series which did not recur in the test
series.

Each inspection and test series constituted a block
and was a mixed list, containing two different types
of materials, 20 of each in the inspection series
and 12 pairs of each in the test series. The order
of presentation of the 40 inspection series pictures
was randomized, with the two exceptions that
neither of the two materials was shown for more
than four consecutive cards and that there were
always at least 2 of the nonrecurring pictures, one
of each type of material, at either end of the series.
The order of the 24 test series pairs was dictated
by the order of pictures in the inspection series, so
that there was a constant lag between each inspec-
tion picture and its occurrence in the test series.

All 5s went through four such blocks of inspec-
tion and test series, viewing two blocks rightside-
up (both series upright) and two upside-down
(both series inverted). Thus each S performed
in all experimental conditions, viewing the four
materials in two presentations. The order of
presentation among the blocks was balanced in the
following manner: (a) Each 5" was shown all four
materials (two blocks) first; half of the 5"s saw
these two blocks upside-down first, the other half
rightside-up first; (6) the mixing of the materials
was such that roughly one-third of the ,9s had
blocks consisting of faces-houses or airplanes-
men-in-motion, one-third had blocks of houses-air-
planes or faces-men-in-motion, and the remaining
third had blocks of airplanes-faces or houses-men-
in-motion; (c) the blocks were alternated so that
each picture was shown rightside-up as often as it
was upside-down; and (d) the sexes were balanced
with regard to all of these conditions.

Results
The mean errors, with their standard de-

viations, appear in Table 1. An analysis of
variance of the error scores showed that
there were significant differences as a func-
tion of presentation, F (1, 25) = 90.90, p <
.0005, materials, F (3, 75) = 6.63, p < .001,
and their interaction, F (3, 75) = 9.18, p <
.0005.

Although all materials were more difficult
in the inverted presentation, the extent to
which each type of material contributed to
this effect varied. Using t tests for matched
pairs, two-tailed, the effect of inversion was
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greatest for faces, t (25) = 8.48, p < .001,
significant but not as great for the houses,
t (25) = 3.01, p < .01, and the men in mo-
tion, t (25) = 2.15, p < .05, and not signif-
icant for the airplanes, t (25) < 1.

The materials also differed in their overall
difficulty. Although this finding is not of
primary interest here, the major reason for
it was that the airplanes tended to be the
most difficult material in either presentation.

Of greater interest is the fact that the
Presentations X Materials interaction was
significant. Further analysis showed that
this was due mainly to the faces, which were
easier than all the other materials when
viewed upright, * (25) = 7.31, p < .001,
but more difficult than the rest when viewed
upside-down, t (25) = 2.53, p < .02. Ex-
amination of the individual scores produced
added evidence of the existence of a dif-
ference between faces and the other ma-
terials. In general, those who did better in
the inverted orientation also tended to be
the ones who did better in the upright
orientation. However, for faces, the reverse
was true. Taking the average inverted score
for houses, airplanes, and men in motion,
and arbitrarily assigning all 5"s to a better
group (n = 14, average error = 2.88) and
a worse group (» = 12, average error =
4.25), the better group is also better on the
upright task (average error = 2.36), while
the worse group is still the worse one (aver-
age error = 3.19). Using a t test for inde-
pendent samples, two-tailed, the difference
between the two groups in their upright
scores is significant at the p < .05 level,
* (24) = 2.46.

On the other hand, arbitrarily assigning all
5*8 by their score on the inverted-face task to
a better group (« = 14, average error =
3.29) and a worse group (» = 12, average
error = 5.58), we find that the better group
is now the worse one on the upright-face task
(average error =1.29), while the worse
group is the better one (average error =
.42). This difference on the upright-face
task is significant at the p < .05 level,
t (24) = 2.14.

Sex differences.—Men and women did
not differ in their total upright or inverted
scores. There were differences between ma-

TABLE 2
MEAN ERRORS, EXP. II

Material

Faces
Houses
Airplanes
Men in motion

Presentation

Up-Down

M

3.81
2.86
3.19
4.05

SD

1.71
1.83
1.94
1.79

Down-Up

M

5.14
3.43
4.14
4.24

5D

1.39
1.47
1.58
1.72

terials, however, in that the men's average
upright and inverted score for airplanes was
better than that of the women, t (24) =
2.26, p < .05, while the women's average
upright and inverted score for houses was
better, but not significantly, than that of the
men, t (24) = 1.91, p < .10. In both cases
the t test was for independent samples and
two-tailed. There were no sex differences
for either the faces or the men in motion.

Order of presentation.—There were no
differences when the groups were character-
ized by viewing order, upright first or in-
verted first, or by the mixture of the ma-
terials in the different blocks.

EXPERIMENT II
Experiment II required 5"s to make a

mental inversion of the materials, presenting
the inspection and test series in opposing
orientations.
Method

Subjects.—There were 21 paid volunteers, 13
men and 8 women, ranging from 18 to 26 yr. of
age (mean age = 21.1 yr.). The general nature
of the sample was the same as that of Exp. I.

Materials and procedure.—The materials were
the same as those used in Exp. I, and the overall
procedure was exactly the same with one excep-
tion: For each 5 the two presentations were up-
down (inspection series presented upright and test
series inverted) or down-up (inspection series pre-
sented inverted and test series upright). As in
Exp. I, each 5 performed in all experimental con-
ditions, viewing the four materials in both pres-
entations.

Results
Table 2 contains the mean errors with

their standard deviations. An analysis of
variance of the errors shows that there were
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significant differences as a function of pres-
entation, F (1, 20) = 11.67, p < .01, and
materials, F (3, 60) = 4.37, p < .01, but not
of their interaction, F (3, 60) = 1.09.

Although all materials were worse in the
down-up presentation than the up-down
presentation, faces were the most affected.
Using t tests for matched pairs, two-tailed,
the difference in presentation was significant
for the faces, t (20) = 3.12, p < .01, but not
for the houses, t (20) = 1.44, airplanes,
t (20) = 1.59, or men in motion, t (20) < 1.
The materials again differed in overall dif-
ficulty, this time mainly because the houses
were easiest in both presentations.

Sex differences.—As in Exp. I, men and
women did not differ in their total scores.
Men tended to do better on airplanes in both
presentations, but there were no differences
for the other materials.

Order of presentation.—There were no
differences due to order of presentation.

Comparison of results between Experi-
ments I and II.—In general, for each ma-
terial the up-down performance (Exp. II)
tended to be worse than the upright per-
formance (Exp. I) by about the same
amount that the down-up (Exp. II) was
worse than the inverted (Exp. I). This
consistent decline reflects the added dif-
ficulty imposed by the necessity for inverting
the pictures mentally.

With the faces, however, the up-down
performance was disproportionately worse
than that of the upright. This is apparent
if for each material, one compares the up-
down and down-up difference from Exp. II
with the upright-inverted difference from
Exp. I. Using t tests for independent sam-
ples, two-tailed, the difference between these
differences is significant for faces, t (45) =
3.55, p < .001, but not for houses, t (45) =
1.09, airplanes, t (45) = —.99, or men in
motion, t (45) = 1.26. Thus, while all the
materials tended to become more difficult in
Exp. II, the upright faces were dispropor-
tionately affected.

The major finding from the first two
experiments is that faces are different from
the other materials in two ways. First,
although all the materials were more dif-
ficult when viewed upside-down, faces were

especially difficult (Exp. I). Second, al-
though all the materials were more dif-
ficult when 5" was required to make a mental
inversion, the upright face was again dis-
proportionately affected (Exp. II).

At least two interpretations of these re-
sults may be made. The first is that there
is something special about faces that makes
them particularly difficult even when com-
pared with other mono-oriented objects. The
second is that the difference between faces
and the other materials is due solely to dif-
ferences in degree of difficulty among the
materials when presented upright. Accord-
ing to this interpretation, the easier a ma-
terial when upright, the more it will be
affected by inversion, and thus the dis-
proportionate difficulty in remembering
upside-down faces merely reflects the fact
that the faces were the easiest material when
viewed rightside-up.

To try to differentiate between these two
interpretations of the results, a third experi-
ment was designed in which memory for
faces was compared with memory for an-
other class of objects which, while meeting
all the previous criteria in being mono-
oriented, complex, familiar, and not easily
verbalized, would also be as easy to remem-
ber as faces in the upright presentation. In
addition, since the faces used in the first
two experiments were studio pictures, the
third experiment also investigated the pos-
sibility that the difficulty in remembering
faces could be attributed solely to the spe-
cial effects of light and shadow inherent in
such pictures. Therefore an artist's line
drawings of adult male faces, made to speci-
fication so that they were similar to the
studio pictures but with all light and shadow
cues eliminated, were used.

EXPERIMENT III
Method

Subjects.—There were 23 paid volunteers, all
male undergraduates attending the regular school
session.

Materials.—There were 36 different pictures, all
black and white, of two types of materials: artist's
sketches of faces and drawings of faceless figures
clothed in different period costumes. The sketches
were cropped very severely, so that no hair, ears,
or chin lines were present. The costumed figures
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were also cropped so that only the faceless head
and torso of each figure were shown.

Procedure.—The procedure was the same as that
of Exp. I, except that the inspection and test
series were both shorter. The inspection series
contained only 18 pictures, while the test series
contained 18 pairs of pictures. Each block of
inspection and test series was composed of equal
numbers of faces and costumes, and each 5 viewed
two blocks, one rightside-up and the other upside-
down.

Results
For faces, the upright errors were M =

1.35, SD = 1.13, and the inverted errors
were M = 2.69, SD = 1.40. For the cos-
tumes, the upright errors were M = .48, SD
— .71, and the inverted errors were M — .78,
SD = .78. Using t tests for matched pairs,
two-tailed, the difference between upright
and inverted errors was significant for the
faces, t (22) = 4.00, p < .001, and strong
but not quite significant for the costumes,
t (22) = 1.91, p < .10. More important,
performance for the costumes was better
than that for the faces in the upright pres-
entation, t (22) = 3.14, p < .01, as well as
in the inverted presentation, t (22) = 5.31,
p < .001. Thus the faces, although not the
easier material in the upright presentation,
were still more affected by inversion when
compared with the costumes.

DISCUSSION
The results of the third experiment indicate

that upside-down faces are difficult to remember
even when the differences between materials are
such that the faces are not the easiest to re-
member in the upright presentation. In addi-
tion, the difficulty is not limited to studio photo-
graphs, but can also be shown to exist with line
drawings.

The data from all three experiments support
the interpretation that the inverted face is
especially difficult to remember because of two
factors: a general factor of familiarity with
mono-oriented objects and a special factor in-
volving only the faces. The general factor is
seen as affecting all of the materials used, mak-
ing them more difficult to recognize when up-
side-down; the special factor relates to the

disproportionate difficulty created by the in-
verted face.

It is interesting to speculate what such a
special factor might involve, even though this
question is unanswerable from the present ex-
periments. One clue may be provided by verbal
reports from 5s when they are asked how they
tried to remember the various materials. They
seemed to use two alternative strategies, either
searching for some distinguishing feature or
attempting to get a general impression of the
whole picture. The first tended to be used for
most of the materials; the second was used
mostly for faces, with 5 trying to remember
some personal impression made by the face.
None of the 5s, however, reported being able
to use the second strategy when looking at the
inverted face. Whatever the relevant variables,
further investigation into the difficulty with in-
verted faces may by implication tell us some-
thing about how people recognize normal (i.e.,
upright) faces and how we distinguish one face
from another.
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nition than the identification of individual features, and modern re- 
searchers continue to pursue this hypothesis (see Bruce, 1988, for a detailed 
review and evaluation). However, the empirical evidence to substantiate 
such a claim remains equivocal. 

One factor that has contributed to the difficulty of resolving this issue 
is the lack of clear, generally accepted definitions of the concepts holistic 
and featural. Without clear definitions of what these terms mean, it is 
difficult to operationalize them in experimental tests. In this article, we 
propose an explicit definition of the holistic/featural distinction. We then 
use that definition to interpret the available evidence and to design new 
empirical tests. 

We take as a starting point the idea that visual object representations 
are hierarchically organized, such that the whole object is parsed into 
portions that are explicitly represented as parts (cf. Palmer, 1977). For 
example, a house might be decomposed by the visual system into a set of 
doors, windows, a roof, etc. The resulting representation of the house 
would consist of representations of these parts, somehow linked together. 
Some objects may be decomposed into many parts, others into relatively 
few or none at all. In this context, the claim that faces are recognized 
holistically would mean that the representation of a face used in face 
recognition is not composed of representations of the face’s parts, but more 
as a whole face. Although visual information from the eyes, nose, etc. 
would of course be included in the face representation, that information 
would not be contained in representational packets corresponding to the 
parse of the face into these features. In other words, these parts or features 
would not be explicitly represented as structural units in their own right 
in the final face representation. Instead, faces would be recognized “all of 
a piece”-or, to use a somewhat embattled term, as templates. The altern- 
ative hypothesis, that faces are recognized featurally, implies that faces are 
represented in terms of representations of their component parts. The 
holistic/featural distinction need not be a strict dichotomy, as both types 
of representations may exist and be used to different degrees for different 
classes of objects. Because of this, we would like to recast the question of 
whether faces are recognized holistically as the question: does face recog- 
nition rely on holistic visual representations to a greater degree than do 
other forms of pattern recognition? Before presenting our experiments, 
we briefly review what is known about this issue from other studies. 

Bradshaw and Wallace (1971) addressed the issue of whether faces are 
perceived featurally using a matching task in which pairs of simultaneously 
presented Identikit faces were to be judged “same” or “different”. They 
found that the number of features by which a pair of faces differed pre- 
dicted the latency of correct “different” responses, with shorter reaction 
times associated with more featural differences. Based on this finding, they 
argued that faces were inspected according to a serial self-terminating 
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search and were therefore perceived in terms of their features. In another 
study with Identikit faces in a simultaneous matching task, Mathews (1978) 
found evidence that faces are perceived both featurally and holistically. 
He found that subjects’ reaction times increased linearly for detecting 
differences in eyebrow, nose, and mouth features, thus indicating a top-to- 
bottom serial comparison process. However, he also found that reaction 
times for detecting changes in hair, eyes, and chin were essentially the 
same across features, which he interpreted as evidence for a holostic or at 
least a parallel comparison process. Mathews reconciled these results by 
proposing a dual processing strategy in which features are checked both 
in serial and parallel. 

Other researchers have also arrived at the conclusion that faces are 
perceived both featurally and holistically using slightly different paradigms 
and methods of data analysis. For example, Smith and Nielsen (1970) used 
a matching paradigm with schematic line drawings of faces, but introduced 
a delay between the two stimuli to be matched. At delays of 1 or 4 sec, 
they found results similar to those of Bradshaw and Wallace: the more 
features differed between two faces, the more quickly the faces were judged 
to be different. In addition, by varying the number of features present in 
the faces, they were able to examine the effects of number of features on 
the latencies of “same” judgments. They found that “same” judgments 
were not affected by the total number of features, conflicting with their 
findings from the “different” trials and suggesting that subjects were not 
serially comparing the individual features. However, at the longer delays 
of 10 sec, both “same” and “different” trials yielded patterns of reaction 
times consistent with a feature by feature comparison process. Sergent 
(1984) used a matching task with Photofit faces and reasoned that if fea- 
tures are processed independently, the time to make a “different” response 
when faces varied by two features should never be faster than the time to 
make a “different” response when faces varied by the most salient feature. 
Her data indicated that changes in chin contour led to faster reaction times 
than changes to either eyes or to a feature that she termed “internal spa- 
cing”-the distance between the nose and mouth. She found that the time 
to decide that two faces differed with respect to their chin contours and 
internal spacings was faster than the time to decide that two faces differed 
with respect to their chin contours only. Sergent concluded that whereas 
some features seemed to be processed independently of each other (e.g. eyes 
and chin contour), other features (e.g. chin contour and internal spacing) 
interact and are processed more holistically. However, as Bruce (1988) has 
pointed out, Sergent’s conclusion was weakened by the fact that only one 
feature type-internal spacing-produced the holistic effect, and it was not 
a feature in the sense of being a part of the face but was, rather, a relation 
among parts. 

The foregoing studies suggest that faces may be perceived both in terms 
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of their individual component features and in terms of more holistic en- 
sembles of those features. However, these studies fall short of answering 
the question posed ear l ieraoes face recognition rely on holistic visual 
representations to a greater degree than other forms of pattern recogni- 
tion?-for several reasons. 

First, with the exception of Sergent’s study, all of the experiments appear 
to be based on the assumption that the number of features in a face, or 
the number of features by which two faces differ, would not affect perform- 
ance if subjects were using a holistic representation. However, this is not 
necessarily true. The more features that are in a face, the more information 
there is in the holistic representation, and the longer it could take to use 
that holistic representation. Similarly, the more features differ between 
two faces, the more different their two holistic representations will be, and 
the more easily a discrepancy will be discovered. These studies might better 
be regarded as testing whether face matching is carried out independent 
of capacity limitations, regardless of whether the matching is holistic, par- 
allel featural, or serial featural. 

Second, none of the studies is designed to distinguish between the poss- 
ibility that faces are represented by features that can be processed in parallel, 
and the possibility that faces are represented holistically, that is, without 
explicit representations of the features.’ The question of whether facial 
features, when and if they are explicitly represented, can be compared in 
parallel or only serially is an interesting one, but not the one to which we 
are addressing ourselves in this article. 

Third, it is not clear how similar the visual processes elicited by these 
tasks are to those used in normal face recognition. All of the studies 
described above involved face matching rather than face recognition. Sub- 
jects may well use different strategies and, as a result, different types of 
visual representations when they can consult a percept or short-term 
memory representation of the face to be matched, rather than having to 
consult the long-term memories used for face recognition. The generaliz- 
ability of these studies to real face recognition can also be called into 
question on the grounds of the stimulus pictures used, some of which were 
highly artificial and schematic. 

Finally, without comparing the results obtained with faces in these para- 
digms to results obtained with objects other than faces, we cannot assess 
the extent to which the holistic or featural representation of faces is special 

‘Some researchers have couched the question in terms of configurational versus featural 
processing, but these studies do not address this distinction either. Although parallel 
processing of multiple features is presumably necessary for configural processing, they are 
not the same thing. Features could be processed in parallel without representing their spatial 
configuration. We will return to the issue of configuration in face recognition and how it 
relates to the idea of holistic representation in the General Discussion. 
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to faces. A series of experiments by Bruce, Doyle, Dench, and Burton 
(1991) avoids many of these problems. They presented subjects with sets 
of computer-generated faces with identical features, but slightly different 
spatial configurations in an incidental memory task. They found that sub- 
jects abstracted the prototypical configuration for each set, and that this 
tendency to identify the prototype as most familiar was greater for faces 
than for houses. This finding argues strongly for a special role of non- 
featural information in face recognition. However, it does not speak 
directly to the issue of holistic representation. 

Our approach to the issue of holistic versus featural representations in 
face recognition is based on the following logic: if some portion of a 
stimulus is explicitly represented as a part in the stimulus representation, 
then it should be relatively more easily recognized as coming from that 
stimulus, when viewed in isolation, than if the stimulus representation does 
not contain it as an explicitly represented part. Similar reasoning has been 
used by Bower and Glass (1976) and Palmer (1977) to distinguish between 
psychologically real and less plausible parsings of patterns into parts. 
Bower and Glass showed subjects a set of abstract line drawings and then 
asked them to reproduce these drawings given fragments of the drawings 
as memory-retrieval cues. Fragments that corresponded to “good” parts 
according to Gestalt principles, which were therefore hypothesized to be 
explicitly represented as parts in a hierarchical representation of the visual 
pattern, were more effective in cueing memory than were other equally 
large and complex fragments. 

Palmer (1977) gathered converging evidence that certain portions of 
abstract geometric patterns were explicitly represented as parts, for 
example by asking subjects to divide the patterns into their natural parts 
or rate the goodness of parts. He then showed that portions of a pattern 
that appeared to be explicitly represented as parts according to these 
criteria were also more easily verified as coming from their whole patterns 
than portions that were not. A similar finding was obtained by Reed (1974), 
although the aim of his research was not to elucidate the part structure of 
patterns but, rather, the information available in mental images. Reed 
found that subjects were able to verify the presence of pattern fragments 
in their mental images of the whole pattern only when the fragments cor- 
responded to “good” parts. 

The research of Bower and Glass (1976), Palmer (1977), and Reed 
(1974) suggests that when a portion of a stimulus pattern is explicitly repres- 
ented as a part in the subject’s representation of the pattern, it will be 
better recognized as having come from that pattern than if it is not explicitly 
represented as a part. The experiments to be reported here make use of 
this finding as a way of testing the parfhood and objecthood of visual 
stimuli. If a portion of a stimulus is represented as a part in the visual 
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230 TANAKA AND FARAH 

representation of the stimulus that underlies recognition, it should be 
identified more accurately than if it does not have the status of a part in 
the stimulus representation. 

In each of the three experiments to be reported, subjects learn to  recog- 
nize a set of normal faces and a set of some contrasting class of stimuli: 
scrambled faces (Experiment l), inverted faces (Experiment 2), and houses 
(Experiment 3). Subjects are trained so that they are at least as accurate 
at recognizing the normal faces as the contrasting stimuli. We can then 
compare the identification of isolated features from normal faces with the 
identification of isolated features from the contrasting classes of stimuli. 
For face stimuli, the tested parts were the facial features of the eyes, nose, 
and mouth. These facial features are not only the nameable parts of a face 
but also correspond to the natural parsings of a face based on the dis- 
continuities of its contours (Biederman, 1987; Hoffman & Richards, 1984). 
If face recognition is more holistic than the recognition of other kinds of 
stimuli, then identification of isolated features from the normal faces 
should be disproportionately less accurate than identification of isolated 
features from the contrasting stimulus classes, relative to the identification 
of the part in the whole face and whole contrast object. 

EXPERIMENT 1 
In this experiment, subjects were asked to memorize intact and scrambled 
faces. Scrambled faces were chosen as a contrasting stimulus class because 
their parts are the same as the parts of a normal face, and yet we would 
not expect special, face-specific recognition abilities to be used in recog- 
nizing scrambled faces. After learning the normal and scrambled faces, 
subjects were given a forced-choice recognition task in which they 
identified facial features presented in isolation and in whole-face context. 
The whole-face test items were constructed such that the target and foil 
faces differed only with respect to the feature being tested. Examples of 
these two types of test for intact and scrambled faces are shown in Figure 
1. In the isolated part test condition, subjects would be asked to identify 
“Larry’s nose”. In the full-face test condition, subjects would be asked to 
identify “Larry”. Note that the only difference between the “Larry” target 
and foil in the whole face test is the nose feature. That is, the information 
available for making the discrimination was exactly the same: the face 
outline, hair, eyes, and mouth were held constant. 

If the recognition of normal faces involves representing their component 
parts to the same degree as the recognition of scrambled faces, then we 
should expect that identification of the features of normal faces will be just 
as good relative to the identification of the whole face as identification of 
the features of scrambled faces are relative to the identification of whole 
scrambled faces. However, if normal faces are recognized more holistically 
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PARTS AND WHOLES IN FACE RECOGNITION 231 

than scrambled faces, then there should be a disadvantage for identifying 
isolated features compared to whole faces for normal faces, relative to part 
and whole test performance for scrambled faces. 

Which Is Lany's Nose? 

Which Is Larry? 

Which is Lany? 
FIG. 1. Example of isolated part, intact face, and scrambled face test items. 
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Method 
Subjects 

Twenty first-year psychology students from Carnegie-Mellon University 
served as subjects in the experiment. Subjects were tested individually and 
received course credit for their participation. 

Materials 

Stimuli consisted of two groups of six male faces that were generated 
on a Macintosh computer using a Mac-a-Mug program. Faces were con- 
structed by selecting one of the three exemplars for each of the three 
feature types (e.g. eyes, nose, mouth).* The exemplars for one group of 
faces are shown in Figure 2. For both groups, exemplars were placed within 
the same face outline. Face stimuli were constructed such that no one 
exemplar was unique to a particular face, with each exemplar present in 
two of the six faces in the group. Scrambled and intact versions of each 
face were generated. For the scrambled faces, the spatial positions of the 
features were consistent across faces (e.g. the nose was always located 
below and to the left of the mouth). Half of the subjects saw one group 
of faces as the scrambled set and the other group as the intact set. For the 
other half of subjects, the versions of the face groups were reversed. Thus, 
each face appeared an equal number of times in its scrambled and intact 
version. Faces were photocopied onto 4“ X 5” white card stock. 

. .  .. .; 
I .  

* - 
’- %==- 

FIG. 2. Eye, nose, and mouth exemplars used for one group of faces in Experiment 1 .  

’We will reserve the term “feature” to refer to a discrete part of a face (e.g. eyes, nose, 
and mouth) and the term “exemplar” to refer to a particular instance of a feature (e.g. long 
nose). 
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Procedure 

Subjects were seated at a table directly facing the experimenter at a 
viewing distance of approximately 2 m. Subjects were informed that they 
would be shown pictures of scrambled and intact faces paired with male 
names and their task was to learn the correct face-name associations. 

Learning Phase. Learning and test trials were blocked according to 
face version (scrambled and intact). For each learning trial, the face 
stimulus was randomly presented for 5 sec accompanied by its verbally 
spoken name. Each learning block contained six learning trials, one trial 
per face. There were a total of five learning blocks per face version. 

Test Phase. Immediately following learning, a two-choice recognition 
test was administered. One feature from each of the learned faces was 
included in the recognition test. An equal number of eyes, nose, and mouth 
features were tested. In the isolated part test condition, subjects identified 
isolated features of the learned faces (e.g. which is Bob’s nose?). Item foils 
were taken from one of the other learned faces. In the full-face test condi- 
tion, subjects were shown the same target features and their foils presented 
in the full-face configuration (scrambled or intact) and asked to identify 
the face that matched the given name (e.g. which is Bob?). The target and 
foil faces differed only with respect to the individual feature that was tested 
in the isolated test condition; all other feature information was held con- 
stant. The full-face foil did not correspond to any previously learned face. 
Thus, subjects identified each feature twice, once presented in isolation 
and once presented in the full face (intact or scrambled face). After the 
learning and test phases for one of the face versions (scrambled or intact) 
was completed, subjects learned and were tested on the other version with 
the initial face version counterbalanced across subjects. 

Results and Discussion 
As shown in Figure 3, subjects were able to identify isolated parts from 
intact faces correctly on 62% of the trials. When the same parts were tested 
in the whole face, performance improved to 73%. For scrambled faces, 
there was a different pattern of results. Subjects were actually better at 
identifying the parts tested in isolation (71% correct) than tested in the 
whole face (64% correct). An analysis of variance (ANOVA) with face 
version (intact and scrambled), test type (isolated part and whole face), 
and facial feature (eyes, nose, mouth) as within-subjects factors confirmed 
this interaction between face version and test type, F(1, 19) = 7.55, 
p < 0.02. Direct comparisons between part- and whole-face performance 
showed that the part-whole difference was reliable for normal, intact faces, 
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234 TANAKA AND FARAH 

INTACT FACES SCRAMBLED FACES 
FIG. 3. 
and scrambled faces. 

Percentage of correctly identified isolated part- and whole-face test items for intact 

t(19) = 2.16, p < 0.05, but not for scrambled faces, t(19) = 1.25. The 
advantage of whole-face recognition for normal, intact faces over 
scrambled faces suggests that the normal face is mentally represented more 
in terms of a whole object (holistically) as compared to the representation 
of a scrambled face, which is more in terms of its parts (featurally). 

The main effect of facial feature was also reliable, F(2,  38) = 7.96, 
p < 0.01. Subjects were more accurate making eye judgments (80% cor- 
rect) than they were making nose judgments (62% correct) or mouth judg- 
ments (63% correct). This finding is consistent with previous results 
involving simultaneous matching tasks (Sergent, 1984; Walker-Smith, 
1978) in which eye features were perceptually more discriminable than 
nose or mouth features. No other main effects or interactions were reliable, 

The results of Experiment 1 indicate that subjects are better at identi- 
fying facial features from normal faces when they are presented in the 
whole face than when they are presented alone, relative to recognition of 
facial features from scrambled faces when presented as isolated parts and 
wholes. This is true despite the fact that the whole-face test items had no 
more discriminating information in them than did the isolated parts: for 
each choice between isolated parts, the corresponding whole-face test items 
differed only by those same parts. This outcome is consistent with the 
hypothesis that normal faces are recognized more holistically than are 
scrambled faces. Note that this result can be interpreted in either of two 
ways. It can be argued that part representations are less available for 
normal faces relative to scrambled faces or that holistic representations 
are more available for normal faces relative to scrambled faces. Direct 
comparisons of part- and whole-face recognition performance for intact 
and scrambled faces suggests that the latter interpretation might be more 

p > 0.10. 
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accurate. Although difference in part recognition for intact and scrambled 
faces was not reliable, t(19) = 1.52, whole intact face recognition perform- 
ance was reliably better than whole scrambled face recognition, 
t(19) = 2.07, p < 0.05. Thus, the recognition of intact faces differs from 
the recognition of scrambled faces primarily in engaging holistic represen- 
tations. 

EXPERIMENT 2 
One could argue that scrambled faces are too unnatural to provide an 
appropriate comparison for the processing of normal faces. Perhaps 
scrambled objects in general would be more likely to be represented featur- 
ally than normal objects. If so, one could not conclude from the previous 
experiment that face recognition is particularly holistic. For this reason, 
we turned to different contrasting stimulus set, inverted faces. Inversion 
disproportionately impairs the recognition of faces more than it does the 
recognition of other types of objects, such as airplanes, buildings, or cos- 
tumes (Yin, 1969). These effects appear to be fairly robust, and results 
have been obtained for a variety of face stimuli including famous and novel 
faces (Scapinello & Yarmey, 1970; Yarmey, 1971), simple line drawn faces 
(Yin, 1969), photographs of faces (Carey & Diamond, 1977; Diamond & 
Carey, 1986) in different experimental paradigms, including forced-choice 
recognition (Yin, 1969) and “old” versus “new” judgments (Valentine & 
Bruce, 1986). The face inversion effect has been taken to index the opera- 
tion of specialized face recognition mechanisms not normally used for 
recognizing other kinds of objects (e.g. Carey & Diamond, 1977; Yin, 
1969). Thus, inverted faces provide a contrasting stimulus set that includes 
the same parts, in the same relative configuration, as normal faces but does 
not engage the hypothesized face-specific recognition mechanisms. In this 
experiment, subjects learned the face-name associations for six upright 
faces and six inverted faces. In test, subjects were asked to identify both 
the individual features of the learned upright or inverted faces presented 
in isolation and whole upright and inverted faces. If upright features are 
recognized using more holistic representations than inverted faces, then 
subjects should be more accurate at recognizing upright features contained 
in a whole face than in isolation, relative to whole face and isolated part 
recognition of inverted features. 

Method 
Subjects 

Twenty first-year psychology students from Carnegie-Mellon University 
served as subjects in the experiment. Subjects were tested individually and 
received course credit for their participation. 
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Materials 

The same two groups of face stimuli used in the previous experiment 
were used in this experiment. Two versions of each set were prepared: one 
in its normal upright orientation, and one inverted by 180". Instead of 
presenting the stimuli on cards, they were presented on a Macintosh com- 
puter screen. The test items were presented in the same orientation as the 
study items. 

Procedure 

During the learning phase of the experiment, subjects learned the name- 
face associations for six upright (inverted) faces presented on a Macintosh 
computer. Faces and their assigned names were blocked according to face 
orientation. One learning block consisted of six learning trials, one trial 
per face, and there were five learning blocks in total. Learning was self- 
paced. Immediately following learning, a two-choice recognition test was 
administered, In contrast to Experiment 1 ,  isolated part- and whole-face 
test items were randomly presented with the restriction that features from 
the same face were separated by at least two test trials, and the same 
feature type (e.g. nose feature) was not tested on consecutive trials. Also 
different from Experiment 1, the eyes, nose, and mouth features from each 
face were tested in the isolated part- and whole-face test conditions. Pre- 
sentation of the test items was initiated by the subject, and test items were 
displayed until a response was made. Responses were recorded by com- 
puter. After the learning and test phases were completed for faces in one 
orientation (upright or inverted), the faces in the other orientation were 
learned and tested. Half of the subjects learned one group of six faces in 
the upright orientation and the other six faces in the inverted orientation. 
For the other half of the subjects, the face groups and their orientation 
was reversed. Learning and test phases were blocked according to face 
orientation, and presentation order of the face orientation was counter- 
balanced across subjects. 

Results and Discussion 
As shown in Figure 4, recognition of inverted, whole faces and inverted 
parts was roughly equivalent, 65% accuracy for whole face and 64% accur- 
acy for parts, respectively. However, for upright faces, whole face stimuli 
were better recognized than part face stimuli. That is, subjects correctly 
identified 74% of the whole-face stimuli as compared to 65% of the part- 
face stimuli. The recognition advantage found for whole upright faces, but 
not for whole inverted faces, relative to the recognition for their parts, is 
consistent with the interpretation that holistic processing is used for upright 
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bwPutMndl t lon  

t; e o -  ~ h o k ~ a c r  mndtlon 
a Lu 

UPRIGHT FACES INVERTED FACES 
FIG. 4. 
and inverted faces. 

Percentage of correctly identified isolated part- and whole-face test items for upright 

faces. An ANOVA with face orientation (upright and inverted), test type 
(isolated part and whole face), face feature (eyes, nose, mouth) as within- 
subjects factors and order as a between-subjects factor confirmed the reli- 
able Face Orientation x Test Type interaction, F(1, 18) = 8.92, p < 0.01. 
Consistent with the results of Experiment 1, the direct comparison between 
isolated part and whole face recognition for upright faces was again reli- 
able, t(19) = 3.41, p < 0.01. Further, whereas there was little difference 
in performance between recognition of isolated parts of upright and 
inverted faces, whole upright faces were reliably better recognized than 
whole inverted faces, t(19) = 2.94, p < 0.01, again suggesting that normal 
upright faces are recognized more holistically relative to inverted faces. 

The main effect of test type was also reliable, F(1, 18) = 8.47,~ < 0.01, 
indicating that overall, whole-face stimuli--either whole upright faces or 
whole inverted faces-were better recognized than were part-face stimuli. 
Consistent with the results of Experiment 1, the main effect of face feature 
was reliable, F(2, 38) = 8.47,~ < 0.001, such that eye features were better 
recognized (76% correct) than nose features (64% correct) or mouth fea- 
tures (63% correct). However the relative saliency of the face features was 
affected by the orientation of the face as indicated by the reliable Orienta- 
tion x Face Feature interaction, F(2, 38) = 3.88, p < 0.05. No other main 
effects or interactions were reliable (p > 0.10). 

In Experiment 2, we found that subjects were poorer at recognizing the 
parts of upright faces when presented in isolation than they were at recog- 
nizing the whole face, even though they showed no disadvantage for parts 
over wholes when the same faces were inverted. As in Experiment 1, the 
part disadvantage for upright faces was observed despite the fact that the 
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238 TANAKA AND FARAH 

same discriminating information was available in both the part and whole 
test items for all types of stimuli: whichever pair of feature exemplars was 
presented in the forced-choice test of part identification, the corresponding 
pair of whole stimuli differed only by those features. In a related study, 
Young, Hellawell, and Hay (1987) found that inversion improved recogni- 
tion of the top or bottom halves of composite faces, which they attributed 
to the disruption of configural processes. Taken together, these results 
suggest that the face representations affected by inversion are relatively 
holistic representations. Given that inversion is more disruptive to face 
recognition than to the recognition of other kinds of stimuli, this supports 
the hypothesis that face recognition involves more holistic representations 
than the recognition of other stimuli. 

EXPERIMENT 3 
In Experiments 1 and 2 it was found that intact, upright faces were encoded 
more holistically than scrambled faces or inverted faces. It is possible that 
these results do not reflect anything special about face recognition per se, 
but only demonstrate holistic processing for the recognition of coherent, 
upright objects. The purpose of the present experiment is to contrast face 
recognition with the recognition of normal upright stimuli other than faces. 
Houses have been used as the contrast stimuli to faces in other studies 
(Bruce et al., 1991; Valentine & Bruce, 1986; Yin, 1969) and seemed 
particularly suited to goals of our research for several reasons. Like faces, 
houses have internal features (i.e. doors and windows) that share an overall 
configuration. Also like faces, the parts of a house can be varied independ- 
ently of each other without disrupting the house schema. Finally, house 
stimuli can be constructed such that the number of house features corres- 
ponds to the number of face features. As shown in Figure 5, the house 
stimuli used in Experiment 3 had three features-a door, a large window, 
and two small windows-analogous to the mouth, nose, and eyes of a face. 
If holistic processing is not restricted to faces, then a disadvantage should 
also be evident for house parts relative to whole-house stimuli. On the 
other hand, if the use of holistic representations is a particular characteristic 
of face processing, houses should not show the relative part disadvantage. 

Method 
Subjects 

Twenty first-year psychology students from Carnegie-Mellon University 
served as subjects in the experiment. Subjects were tested individually and 
received course credit for their participation. 
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Materials 

House stimuli were generated on a Macintosh computer using an 
architectural design software package. As shown in Figure 5 ,  similar to the 
faces, houses were constructed by selecting one of the three feature values 
for each of the three feature types (e.g. door, big window, small window). 
The six stimulus houses were created according to the exemplars specified 
by the face stimuli. 

Procedure 

The procedure was similar to the one used in Experiment 2. Subjects 
were informed that they would see a house (face) picture accompanied by 
a name, and their task was to learn the name-picture association. In the 
case of the houses, subjects were told that the name corresponded to the 

FIG. 5.  
in Experiment 3. 

Door, large window, small window exemplars and a sample stimulus house used 
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person who lived in the house. A learning block consisted of six learning 
trials, one trial per house (face) picture, and pictures were randomly pre- 
sented on a Macintosh computer. There were five learning blocks per 
object type. After the learning phase was completed, recognition memory 
for the part shown in isolation and embedded in the whole object was 
randomly tested in a forced-choice paradigm. The same item order restric- 
tions described in Experiment 2 were used. Whole-object foils (house and 
face) were constructed such that they were distinct from any previously 
learned object. Recognition memory was tested for the three house fea- 
tures (i.e. door, small window, big window) and three face features (eyes, 
nose, mouth) presented in isolation and in the whole-object conditions. 
Learning and test were blocked according to object type (house and face). 
The order of the object type presented for learning and test was counter- 
balanced across subjects. 

Results and Discussion 
As shown in Figure 6, whereas only 65% of the face features were recog- 
nized in isolation, recognition improved to 77% when the same features 
were shown in the whole-face context. This finding replicates the holistic 
effect found for faces demonstrated in the previous two experiments. In con- 
trast, recognition of the house features was roughly equivalent in the isolated 
and whole-house test condition, 81% and 79% correct, respectively. Thus, 
unlike faces, no advantage was found for identifying house features as part 
of their whole object. An ANOVA with object type (houses and faces) 
and test type (isolated part and whole face) as within-subjects factors and 

t, eo 
a a 
Lu 

70 5 
fi a 
n Lu 60 

FACES HOUSES 

FIG. 6. 
and houses. 

Percentage o f  correctly identified isolated part- and whole-object test items for faces 
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order as a between-subjects factor revealed a reliable Object Type X Test 
Type interaction, F(1, 18) = 17.47, p < 0.001, as predicted. A direct 
comparison also showed that facial features were more readily recognized 
in the whole-face condition than in the isolated part condition, 
t(19) = 4.46, p < 0.01. The main factor of object type was also reliable, 
F(1, 18) = 9.20, p < 0.01, indicating that houses were recognized more 
accurately than were faces. A reliable effect was also found for test type, 
F(1, 18) = 9.11, p < 0.01; however, this effect should be interpreted as 
the result of its higher-order interaction with object type. Finally, the effect 
of order was also reliable, F(1, 18) = 4.41, p < 0.05, but order did not 
interact with any other factor. No other interactions were reliable,p > 0.10. 

In comparing recognition for different types of objects, it is difficult to 
equate the relative discriminability of features-in this case, face features 
and house features. However, the focus of the present study was not on 
comparing part recognition across object types, only in comparing parts 
and wholes recognition within an object type. In this regard, we found an 
advantage for the recognition of the wholes of faces relative to the isolated 
face part, but found no difference between part and whole recognition for 
houses. Furthermore, the possibility that a difference in part discrimination 
across object types is, in some indirect way, responsible for a difference 
in reliance in part versus whole recognition cannot explain the results of 
Experiments 1 and 2 in which the part features were the same, Thus, the 
main finding of Experiment 3 is consistent with the claim that face recog- 
nition is different from the recognition of other objects, such as houses, in 
its relatively greater reliance on holistic representations. 

GENERAL DISCUSSION 
In these experiments we tested the hypothesis that face recognition is 
relatively more dependent on holistic representations than the recognition 
of other types of stimuli. By holistic representation we mean one without 
an internal part structure. Following other researchers, we reasoned that 
if a portion of an object corresponds to an explicitly represented part in a 
hierarchical visual representation, then when that portion is presented in 
isolation it will be identified relatively more easily than if it did not have 
the status of an explicitly represented part. The hypothesis that face recog- 
nition is holistic therefore predicts that the isolated parts of a face will be 
disproportionately more difficult to recognize than the whole face, relative 
to recognition of the parts and wholes of other kinds of stimuli. This 
prediction was borne out in three experiments: subjects were less accurate 
at identifying the parts of faces, presented in isolation, than they were at 
identifying whole faces, even though both parts and wholes were tested in 
a forced-choice format and the whole faces differed only by one part. In 
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contrast, three other types of stimuli-scrambled faces, inverted faces, and 
houses4 id  not show this disadvantage for part identification. 

At first glance, these results are reminiscent of the face superiority effect, 
according to which the parts of a face are better perceived if presented in 
the context of a whole face than in the context of a scrambled face (e.g. 
Homa, Haver, & Schwartz, 1976; Mermelstein, Banks, & Prinzmetal, 
1979). The two phenomena are indeed similar in that both reflect the 
influence of representations of wholes on subjects’ performance. However, 
they are distinct phenomena, differing from each other in several ways. 
(1) The face superiority effect comes into play only under conditions of 
threshold vision, suggesting that its locus is in the visual encoding of facial 
features, not their access to stored memory representations. In contrast, 
our task did not tax visual encoding, but taxed memory access. (2) As 
Pomerantz (1981) has noted, in face and object superiority effects the 
perception of a part in context is as good as, but not better than, recognition 
of just the isolated part. Performance with the whole face is superior only 
to performance with a scrambled face. In contrast, we found that recogni- 
tion of whole faces was better than recognition of isolated parts. (3) The 
face superiority effect does not appear to be specific to faces but is a more 
general phenomenon involving the visual encoding of parts in context, 
alongside the word superiority effect (Reicher, 1969; Wheeler, 1970) and 
object superiority effects for geometric forms (Enns & Gilani, 1988; 
Weisstein & Harris, 1974), and chairs (Davidoff & Donnelly, 1990). In 
contrast, the present results with faces were not found with the other types 
of tested stimuli. 

How do these findings relate to the idea that face recognition is particu- 
larly dependent on “configuration”? If by a configurational representation 
we mean one in which the spatial relations among the parts of a face are 
as important as the shapes of the individual parts themselves (Haig, 1984; 
Hosie, Ellis, & Haig, 1988), then we would suggest that the concepts of 
configurational representation and holistic representation are highly sim- 
ilar, and possibly identical. The shapes of the individual parts are essen- 
tially within-part spatial relations. In the limiting case of configurational 
representation, in which between-part spatial relations are as precisely 
specified as the within-part relations, parts have lost much, if not all, of 
their special status. Presumably, for this reason, the terms holistic and 
configurational have often been used interchangeably in the face recogni- 
tion literature. 

Recent findings in neurophysiology and neuropsychology seem con- 
sistent with our conclusions regarding the relatively holistic representation 
of faces. It has been demonstrated that a subpopulation of neurons located 
in the superior temporal sulcus of the monkey responds selectively to the 
sight of face parts and whole faces (e.g. Desimone, Albright, Gross, & 
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Bruce, 1984; Perrett, Mistlin, & Chitty, 1987) and display some ability to 
discriminate among different faces (Baylis, Rolls, & Leonard, 1985). 
Although the responses of these neurons to a face are not greatly 
diminished by deleting a feature, they are abolished if all features are 
present but scrambled (Desimone et al., 1984), consistent with holistic 
rather than featural representation. Although many interpretations of this 
fact of anatomy are possible, it is at least consistent with the notion that 
face representations are relatively holistic. 

The fact that the temporal cortex of monkeys also contains cells respons- 
ive to individual facial features, especially eyes, has been taken by some 
to indicate that faces are represented hierarchically, with explicitly repres- 
ented component parts (Perrett et al., 1987). However, Desimone (1991) 
has raised the possibility that the “feature” cells may not be representing 
facial features per se. For example, a cell that responds to an eye in 
isolation might respond to any dark spot on a white background. Further- 
more, it appears that the functional role of many of the “eye” cells may 
be to represent direction of eye gaze, an important form of social inter- 
action among monkeys (Perrett et al., 1985). In our view, a critical test of 
the hierarchy hypothesis for interpreting the role of “feature” cells in face 
processing would be to verify that their latencies of response are, on aver- 
age, shorter than the latencies of “face” cells. This test has not yet been 
carried out (Perrett, personal communication). 

Human neuropsychology is also consistent with the hypothesis of relat- 
ively holistic face recognition. Brain-damaged patients may be impaired at  
face recognition, object recognition, or printed word recognition. In 
analysing the patterns of co-occurrence among these impairments, Farah 
(1991) found that two possible combinations of these impairments did not 
occur: object recognition impairments without either face or word impair- 
ments, and both face and word impairments without some degree of object 
impairment. This suggested the existence of two, rather than three, under- 
lying representational capacities responsible for the recognition of faces, 
objects, and words, which are used in complementary ways: one that is 
essential for face recognition, needed to a lesser extent for the recognition 
of common objects and not needed at all for printed word recognition, and 
one that is essential for printed word recognition, needed to a lesser extent 
for the recognition of common objects, and not needed at all for face 
recognition. The representational capacity lacking in patients with impair- 
ments in printed word recognition appears to be the ability to represent 
multiple explicitly represented structural units (e.g. letters in a word; see 
Farah & Wallace, 1991, for a review of the evidence). The ability to 
represent shape holistically would seem a good candidate for a cornplemen- 
tary representational capacity, and the neuropsychological evidence 
suggests that this capacity is particularly taxed by face recognition. 
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Composite facial expressions were prepared by aligning the top half of one expression (e.g., 
anger) with the bottom half of another (e.g., happiness). Experiment 1 shows that participants 
are slower to identify the expression in either half of these composite images relative to a 
"noncomposite" control condition in which the 2 halves are misaligned. This parallels the 
composite effect for facial identity (A. W. Young, D. Hellawell, & D. C. Hay, 1987), and like 
its identity counterpart, the effect is disrupted by inverting the stimuli (Experiment 2). 
Experiment 3 shows that no composite effect is found when the top and bottom sections 
contain different models' faces posing the same expression; this serves to exclude many 
nonconfigural interpretations of the composite effect (e.g., that composites are more 
"attention-grabbing" than noncomposites). Finally, Experiment 4 demonstrates that the 
composite effects for identity and expression operate independently of one another. 

Bruce and Young's (1986) functional model of face 
recognition postulates separate parallel routes for the process- 
ing of facial identity (who the person is) and facial expres- 
sion (what they are feeling). Over the years, this dissociation 
has been investigated by a number of studies using a range 
of different methodologies. These include cognitive studies 
of neurologically normal participants (Campbell, Brooks, de 
Haan, & Roberts, 1996; Young, McWeeny, Hay, & Ellis, 
1986), double dissociations in brain-injured participants 
(Parry, Young, Saul, & Moss, 1991; Young, Newcombe, de 
Haan, Small, & Hay, 1993), single-cell recording in nonhu- 
man primates (Hasselmo, Rolls, & Baylis, 1989), and, in 
more recent years, functional imaging studies of brain 
activation (George et al., 1993; Sergent, Ohta, MacDonald, 
& Zuck, 1994). Together, these studies provide substantial 
support for the idea that facial identity and facial expression 
recognition are dissociable cognitive functions, and this is 
perhaps one of the reasons why these two facial attributes 
have so often been the topics of separate examination. But 
their isolated investigation is possibly less to do with their 
proposed functional independence and more to do with the 
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fact that traditionally, facial identity and facial expression 
processing have been studied within separate domains of 
psychology. 

In general, facial expression recognition has been studied 
within a social psychology framework, where research has 
focused on the communicative value of signals of facial 
affect rather than their perceptual representation. Studies of 
facial identity processing, however, have been heavily 
influenced by research in cognitive psychology, and conse- 
quently, a finn emphasis has been placed on understanding 
the perceptual mechanisms involved. In the last 20 years, 
then, there has been an enrichment in our understanding of 
the perceptual representation of facial identity, whereas the 
perceptual mechanisms underlying facial expression recog- 
nition have not been so extensively investigated. Hence, 
although the work of Ekman and his colleagues has greatly 
enhanced our understanding of the anatomy used to produce 
facial expressions, knowledge of the perceptual processes 
needed to decode them remains scant. 

Recent research has aimed to redress this imbalance 
(Calder, Young, Perrett, Etcoff, & Rowland, 1996; Calder, 
Young, Rowland, & Perrett, 1997; Ellison & Massaro, 1997; 
Etcoff & Magee, 1992; Young et al., 1997) by taking two 
approaches. First, these studies have built on the strong 
knowledge base provided by the social psychology litera- 
ture, and second, they have applied perceptual paradigms 
developed within other areas of psychology to the study of 
facial affect processing. This latter approach has the added 
advantage of using tried and tested methods, and for the 
reasons outlined above, the facial identity literature provides 
a particularly good source of perceptual paradigms. Ex- 
amples of these include the following: effects of stimulus 
orientation (Diamond & Carey, 1986; Farah, Tanaka, & 
Drain, 1995; Valentine, 1988), feature displacement (Haig, 
1984), distinctiveness effects (Rhodes, Brennan, & Carey, 
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1987; Valentine, 1991), and image negation (Bruce & 
Langton, 1994; Hill & Bruce, 1996), all of which have 
provided valuable clues to how facial identity is coded. But 
perhaps the most consistent result to emerge from the facial 
identity literature is the important role of configural informa- 
tion in face recognition (Bruce, Doyle, Dench, & Burton, 
1991; Carey & Diamond, 1977; Rhodes, 1988; Tanaka & 
Farah, 1993; Young, Hellawell, & Hay, 1987). It is highly 
pertinent, then, for us to investigate what role, if any, 
configural information may play in facial expression 
recognition. 

Carey and Diamond (1977) introduced the term config- 
ural information to mean the interrelationship between 
different facial features (e.g., the relative shape and position- 
ing of the mouth in relation to the shape and positioning of 
the nose, eyes, etc.); this type of facial information is seen as 
distinct from the structure and shape of individual features 
(e.g., eye, nose, mouth shape, etc.). Diamond and Carey 
(1986) identified two forms of configural information that 
they referred to as first-order and second-order relational 
properties. The former type refers to the raw inter feature 
relationships that are common to all normal faces--two 
horizontally positioned eyes, above a central nose, above a 
central mouth, etc.; effectively the spatial information that 
makes a face a face. Second-order relational properties are 
substantially more subtle and are what are more generally 
referred to as simply configuralfeatures. These features are 
the interrelationships between different feature positions and 
shapes that help distinguish one facial identity from all 
others (e.g., the distance between the eyes, position and 
shape of the nose in relation to the position and shape of the 
mouth, etc.). 

The current consensus in facial identity research is that 
configural features are particularly important for face recog- 
nition; however, individual features may also contribute to 
some extent. We refer to this view as the configural model. 
Here, we investigate its applicability to the perception of 
facial signals of emotion. It worth mentioning that Tanaka 
and Farah (1993) have distinguished the configural model 
from their holistic model of face processing. For this latter 
model, it is proposed that faces are coded as Gestalt represen- 
tations in which the constituent parts (eyes, nose, mouth, 
etc.) are not "explicitly represented." In support of their 
model, Tanaka and Farah showed that a single facial feature 
(eyes, nose, or mouth) is more readily identified as belong- 
ing to a particular person's face when it is shown in the 
context of the whole face, than when shown in isolation. The 
same was not shown to be true, however, of scrambled faces, 
inverted faces, or a set of structurally homogeneous houses 
(made up of doors and windows in place of facial features). 

Recently, Ellison and Massaro (1997) have shown that 
Tanaka and Farah's (1993) holistic model is not applicable to 
facial affect recognition (see below). Instead, they suggest 
that their data are consistent with the antithesis of this 
model, one in which facial expressions are represented and 
identified in terms of their individual parts, or features (e.g., 
eye, nose, and mouth shape, etc.)--what we refer to as the 
part-based model. 

Ellison and Massaro (1997) used facial expressions 
displayed on a synthetic (computer-generated) face in which 
just two facial features, the eyebrows and the corners of the 
mouth, were manipulated. The stimuli were produced by 
combining five levels of eyebrow displacement (ranging 
between eyebrows raised and eyebrows flattened) and five 
levels of mouth displacement (ranging between corners of 
the mouth turned up, and corners of the mouth turned down). 
Prototype expressions of happiness and anger were defined 
as eyebrows maximally raised with mouth corners maxi- 
mally curled up, and eyebrows maximally flattened with 
mouth corners maximally curled down, respectively. All 
other combinations of the five mouth and five eyebrow 
displacements were generated to give a total of 25 full-face 
images. In addition, the five levels of eyebrow and five 
levels of mouth features were presented individually in the 
context of the upper and lower sections of the face, 
respectively. The participants' task was to decide whether 
each image signaled a happy or an angry expression. 

By modeling their data using Massaro and colleague's 
fuzzy logical model of perception (FLMP; Massaro, 1998; 
Massaro & Cohen, 1990), Ellison and Massaro (1997) 
showed that participants' responses to the whole-face im- 
ages could be reliably predicted from their responses to the 
half-face images. Consequently, they argued that their 
results were inconsistent with the holistic model (as defined 
by Tanaka and Farah, 1993). However, they pointed out that 
although their results provided no direct support for the 
configural model, they did not rule out the idea of configural 
encoding of facial affect altogether. Instead, they suggested 
that if configural features are used in the representation and 
recognition of facial expressions, their results demonstrated 
that they are unlikely to involve the spatial relationships 
between the features manipulated in their stimuli (eyebrows 
and mouth corners). But it is also worth considering that 
Ellison and Massaro may have failed to find evidence of 
configural processing because of the particular design and 
stimuli they used. 

For example, Ellison and Massaro (1997) used facial 
expressions that were generated on a single synthetic face in 
which only the eyebrows and mouth corners were manipu- 
lated. Under these circumstances, the participants may have 
been able to treat these two altered features as separate 
objects, basing their decisions on their individual shapes 
rather than a more global impression of the face. It is also 
worth noting that manipulating one facial feature in a human 
face can often have secondary consequences for other 
features. For instance, changing the positions of the eye- 
brows can cause the brow to become wrinkled or furrowed, 
and manipulating the shape of the mouth can affect the shape 
of the cheeks. The fact that these more global changes were 
not present in the synthetic expressions used by Ellison and 
Massaro may also have served to minimize the configural 
encoding of these images. 

In addition, the idea that configural information is impor- 
tant for facial expression recognition is not completely 
unfounded. In an investigation of the Thatcher illusion, 
Parks, Coss, and Coss (1985) found that the judged pleasant- 
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ness of upright and inverted smiling mouths was affected by 
two factors: (a) the location of the eyes in relation to the 
mouth (above or below), and (b) the distance between the 
eyes and the mouth; pleasantness ratings of the eyes showed 
a strikingly parallel pattern. Hence, even though the partici- 
pants were being asked to rate just one facial feature (eyes or 
mouth), the configuration of the face influenced their 
judgment of the feature. In a separate study, Wallbott and 
Ricci-Bitti (1993) presented participants with single muscu- 
lar movements (action units) in the context of an otherwise 
neutral face, and combinations of action units. The partici- 
pants task was to rate the emotional intensity of the resultant 
expressions on seven scales (Happiness, Sadness, Anger, 
Fear, Disgust, Surprise, and Contempt). Wallbott and Ricci- 
Bitti found that the meaning of most single action units 
changes when presented in combination with other action 
units, and only a few action units transmit a specific 
emotional meaning that is retained across different contexts. 
Again, these results point to a role of configural processing 
in facial affect recognition, a role that Ekman and Friesen 
(1975) also identified, although not empirically, in their 
book Unmasking the Face: "With many facial expressions a 
change in just one area gives the impression that the rest of 
the facial features have changed as well" (p. 39). 

Given the above observations, we felt that it was possible 
that evidence of configural processing of emotional facial 
expressions might be found using a different design to one 
used by Ellison and Massaro (1997). 

The Composi te  Paradigm 

Earlier we mentioned that contemporary facial expression 
research is in the fortunate position of being able to borrow 
tried and tested methodologies from the facial identity 
literature. Consequently, we felt that the most direct method 
of distinguishing between configural and part-based models 
of facial expression recognition was to adopt a paradigm that 
has been described by Bruce (1988) as "[a] compelling 
illustration of the power of configural processing of faces" 

(p. 41), the facial composite phenomenon originally shown 
by Young et al. (1987). 

The composite effect shows that when the top half of one 
face is aligned with the bottom half of another's, the two 
halves fuse to create a perceptually "new" (composite) face 
(Figure 1). Consequently, people are significantly slower to 
name the top or bottom segments of these composite faces 
relative to a control condition in which the two halves are 
misaligned (noncomposite condition; Figure 1) so that they 
do not form a face shape. Young et al. (1987) suggested that 
this effect can be explained in terms of the important role 
that configural features play in facial identity recognition. In 
the composite condition, the top and bottom halves of two 
different faces align to form a novel configuration, and this 
interferes with the recognition of the identity shown in either 
of the two halves; that is, the novel configuration does not 
match the configural information for either the top or bottom 
identity. Misaligning the two halves, however, means that 
the image is no longer encoded as a configural whole, and 
the separate parts of the face can be accessed without 
interference from an inappropriate configuration. In a sec- 
ond experiment Young et al. (1987) bolstered this interpreta- 
tion by showing that the composite effect is abolished when 
the stimuli are inverted (i.e., rotated by 180°; see also Carey 
& Diamond, 1994). This second finding is consistent with 
Carey and Diamond's (1977) earlier observation that config- 
ural information is more difficult to encode from inverted 
faces. 

The advantage of the composite paradigm is that the same 
physical features (i.e., the top and bottom sections of the 
face) are present in both conditions (composite and noncom- 
posite). The only difference between the two conditions is 
whether the two halves are aligned, to form a face, or 
misaligned, so that they do not. Consequently, if responses 
are slower for the composite condition, this demonstrates 
that the composite images are being processed differently to 
the noncomposites. In facial identity research, a number of 
investigators concur with Young et al.'s (1987) idea that 

Figure 1. The composite effect shown by Young, Hellawell, and Hay (1987). The top half of one 
face is aligned with the bottom half of another's to create a "new" facial identity (composite). Young 
et al. (1987) showed that the top and bottom segments of faces are easier to identify in the misaligned 
(noncomposite) condition than in the aligned (composite) condition. 
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slower reaction times (RTs) for the composite condition can 
be attributed to a disruption of configural encoding (Bruce, 
1988; Carey & Diamond, 1994; Endo, Masame, & Ma- 
ruyama, 1989; Endo, Takahashi, & Maruyama, 1984; Hole, 
1994). The composite effect, then, seems a highly appropri- 
ate paradigm to distinguish between configural and part- 
based models of facial expression processing. 

Interestingly, historical research shows that Young et al. 
(1987) were not the first to use composite faces. They had 
originally been used some 60 years earlier for facial 
expression research (Dunlap, 1927). Here, they were not 
used to examine configural processing, however, but rather 
the relative contribution of the upper and lower face regions 
in expression recognition. For example, in one experiment, 
Dunlap presented his participants with frames containing 
four faces; two of the faces were posing different prototype 
expressions (selected from the list natural, amusement, 
mirth, startle, expectation, pain, disgust, grief, strain, and 
relaxation), and two were composite facial expressions 
prepared by combining the top half of one prototype with the 
bottom half of the other. For each composite expression, the 
participants were asked to decide which of the two prototype 
expressions it resembled most. The results showed that on 
80% of the trials, participants selected the prototype that 
corresponded to the bottom half of the composite. Conse- 
quently, Dunlap concluded that the bottom region of the face 
is more important for facial expression recognition. 

Since Dunlap (1927), other studies have addressed the 
issue of upper versus lower face dominance in emotion 
recognition, and the majority of these were reviewed by 
Ekman, Friesen, and Ellsworth (1972). Ekman et al. dis- 
cussed the fact that Dunlap's findings proved difficult to 
replicate (Coleman, 1949; Frois-Wittmann, 1930), and sub- 
sequent investigations of this issue generally have found that 
the emotion is more readily recognizable from the upper 
face region for some facial expressions and the lower face 
region for others (Bassili, 1979; Hanawalt, 1944; Plutchik, 
1962). Hence, these studies suggest that there are what we 
refer to as facial expressions with a recognizable-top or 
recognizable-bottom half. 

For our own purpose of investigating a composite effect 
for facial expression, the results of these latter studies are 
highly relevant. This is because the participants' task in the 
composite paradigm is to identify the expressions in one half 
(top or bottom) of the composite or noncomposite images. 
Hence, by using composites prepared from the top segments 
of recognizable-top expressions and the bottom sections of 
recognizable-bottom expressions, we could ensure that the 
task was readily accomplishable. 

The facial expressions used in this study were taken from 
Ekman and Friesen's (1976) pictures of facial affect series. 
This stimulus set is especially important because it is well 
validated, on the basis of exact anatomical criteria, and has 
been extensively used in other studies. The set contains 
pictures of facial expressions associated with six basic 
emotions (happiness, sadness, anger, fear, disgust, and 
surprise) posed by a number of different models. Ekman and 
his colleagues have shown that each emotion is associated 

with distinct facial musculatures that are recognized by a 
number of cultures throughout the world (Ekman, 1972; 
Ekman et al., 1987). As far as we are aware, there have been 
no attempts to determine which of the Ekman and Friesen 
faces can be identified from their top or bottom sections. 
Consequently, we conducted a preliminary experiment (de- 
scribed in Experiment 1) that identified that anger, fear, and 
sadness were more readily recognized from the top half of 
the face, whereas happiness and disgust were more recogniz- 
able from the bottom half; surprise was found to be equally 
recognizable from both top and bottom sections. 

On the basis of this information, composite expressions 
were prepared for Experiment 1 by aligning the top half of a 
recognizable-top expression (e.g., anger) with the bottom 
half of a recognizable-bottom expression (e.g., happiness) 
posed by the same model. As a comparison condition, we 
used noncomposite images; these were identical to the 
composites except that the top and bottom halves were 
misaligned horizontally. Following Young et al. (1987), we 
reasoned that support for a configural model of facial 
expression recognition could be found if participants were 
slower to identify the top (or bottom) half of an expression 
when it was shown as part of a composite (face-like) image, 
relative to when it was presented as part of a noncomposite 
(non-face-like) image. If, on the other hand, configural 
information is relatively unimportant for facial expression 
identification (part-based model), then no significant differ- 
ence should be found between the composite and noncompos- 
ite conditions. This would occur because if facial expression 
recognition is based largely on the analysis of individual 
features, then aligning or misaligning the top and bottom 
face halves should have little affect on the participants' 
ability to identify the emotion. 

In Experiment 2, we studied the effect of stimulus 
inversion on the composite phenomenon for facial expres- 
sion. As we have already noted, Young et al. (1987) found 
that the composite effect for identity was disrupted by 
inverting the stimuli. It was clearly of interest, then, whether 
a composite effect for expression would be similarly affected. 

Having demonstrated a composite effect for facial expres- 
sion in Experiments 1 and 2, in Experiment 3 we addressed 
the criticism that the longer RTs for the composite condition 
could be attributed to the composite images appearing 
somehow more "attention grabbing" than the noncompos- 
ites. This might occur for a number of reasons; for example, 
the join between the top and bottom face halves can produce 
abrupt changes in texture and unnatural contours in the 
middle of nose and cheeks, causing the face to look slightly 
unusual in appearance. A method of addressing this issue 
presented itself during the preparation of the composites. 

While making the stimuli, we noted Young et al.'s (1987) 
original effect that aligning the top and bottom halves of two 
peoples' faces generates a perceptually new face (see also 
Hole, 1994). However, we also noted a second interesting 
phenomenon. When the two face halves are taken from two 
identities posing the same facial expression (e.g., happi- 
ness), the resultant composite expression is also readily 
identifiable as happiness. This suggested an interesting 
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prediction: that composite faces prepared from two identities 
posing the same expression (same-expression composites) 
should not show the composite effect for facial expression. 
ConfLrmation of this prediction would demonstrate that the 
composite effect observed in Experiments 1 and 2 cannot be 
attributed to some form of inherent quality of composite 
faces that causes them to produce slower response times 
(e.g., as a result of abrupt discontinuities in texture, etc.). On 
the other hand, a significant composite effect for the 
same-expression composites would question the idea that 
the composite paradigm taps configural processing. It was 
important, then, to address this issue. 

Finally, Experiment 4 examined whether configural infor- 
mation for facial identity and facial expression recognition 
can be disrupted independently of one other. This was done 
by comparing participants' RTs to report the expression or 
identity shown in bottom half of composite faces containing 
the same or different expressions and same or different 
identities in the two facial halves. 

WHOLE 
FACE 

Experiment  1 

The first section of this experiment aimed to identify 
which of the expressions in the Ekman and Friesen (1976) 
series are identifiable from their top or bottom halves. This 
information was then used to create the composite and 
noncomposite images for Experiment 1. 

Recognition Rates for  Top and Bottom Sections of  the 
Ekman and Friesen (1976) Faces 

Method 

Participants. Eight members of the MRC Cognition and Brain 
Sciences Unit subject panel (6 women, 2 men) participated in the 
experiment for payment. The participants were between the ages 21 
and 40 years and had normal or corrected-to-normal vision. 

Materials. The stimuli were prepared from gray-scale pictures 
from the Ekman and Friesen (1976) pictures of facial affect. 
Pictures of 10 people's faces (6 women, 4 men) were used, each 
posing one example of six facial expressions (happiness, sadness, 
anger, fear, disgust, and surprise). These I0 models were selected 
because a reliably recognized example of the six expressions was 
available for each. Each of these 60 pictures of facial expressions 
was divided into top and bottom segments. This was done by 
cutting each face along a horizontal line through the bridge of the 
nose. Examples of the stimuli are shown in Figure 2. 

Design and procedure. One within-subjects factor, stimulus 
format (whole face, top segment, and bottom segment), was 
investigated. Participants saw the 60 faces (10 identities posing six 

TOP 
SEGMENT 

BOTTOM 
SEGMENT 

Figure 2. From Experiment 1, examples of the whole-face, 
top-segment, and bottom-segment stimuli. One example of six 
facial expressions (happiness, sadness, anger, fear, disgust, and 
surprise) posed by six models from the Ekman and Friesen (1976) 
series is shown in each of the three stimulus formats (whole face, 
top segment, and bottom segment). Images from Pictures of Facial 
Affect, by P. Ekman and W. V. Friesen, 1976. Copyright 1976 by P. 
Ekman and W. V. Friesen. Adapted with permission. 
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facial expressions) in each of these three stimulus formats. The 180 
different stimuli were presented individually in random order on a 
256 gray-scale computer screen. The top-segment images were 
presented in the location corresponding to the top half of the whole 
face and bottom-segment images in the corresponding bottom half 
location (see Figure 2). Each image subtended a horizontal visual 
angle of approximately 4.6 ° . The participant was asked to identify 
the emotion expressed in each image. Responses were made using 
a box with six labeled buttons (one for each emotion category, 
happiness, sadness, anger, fear, disgust, and surprise); the position 
of the emotion labels was counterbalanced across participants. The 
button box was interfaced with a Macintosh Power PC computer to 
record the participant's choice of emotion label and decision time. 

On each trial, the image remained in view until the participant 
responded, and consecutive trials were separated by an interval of 
approximately 2.5 s. Participants were asked to respond quickly 
and accurately. After all 180 images had been presented, there was 
a short break, and then the same procedure was repeated in a 
second block. 

To familiarize participants with the experimental format, the 
experiment began with 12 practice trials. These trials contained 
pictures of additional models from the Ekman and Friesen (1976) 
series posing the same six emotional expressions listed above in 
whole-face, top-segment, and bottom-segment formats. These 
practice faces were not seen in the main experimental trials. 

Results  

Participants' mean error proportions and mean correct 
RTs to identify the emotion displayed in the whole-face, 
top-segment, and bottom-segment images are listed in Table 
1 by emotion category. Standard errors are shown in 
brackets. 

Table 1 
Data from Experiment I 

Face format 
Whole Top Bottom 

Emotion M SE M SE M SE 

Error proportions 
Anger .22 .08 .28 .06 .49 .09 
Fear .25 .07 .33 .08 .56 .09 
Sadness .09 .03 .19 .05 .34 .08 
Happiness .01 .01 .20 .09 .01 .01 
Disgust .14 .05 .62 .10 .14 .04 
Surprise .21 .07 .21 .06 .33 .07 

Reaction times (in milliseconds) 
Anger 1,910 130 1,963 118 2,380 271 
Fear 2,041 132 2,043 125 2,210 237 
Sadness 1,742 202 1,803 142 2,400 332 
Happiness 1,178 103 1,394 74 1,119 113 
Disgust 1,738 258 2,320 206 1,413 124 
Surprise 1,748 177 1,847 245 1,949 156 

Note. Participants' error proportions and mean correct reaction 
times to identify the emotion displayed in examples of six facial 
expressions (happiness, sadness, anger, fear, disgust, and surprise). 
The faces were presented in three formats: whole face, top 
segment, and bottom segment. 

Error rates. Our principal form of analysis involved 
error rates in identifying the emotions, because we were 
interested in determining which of  the expressions could be 
identified accurately from their top halves (recognizable-top 
expressions), and which could be identified accurately from 
their bottom halves (recognizable-bottom expressions). Er- 
ror proportions were arcsin transformed and submitted to 
two analysis of  variance (ANOVAs), one by participants 
(F1) the other by items (F2). Two factors were investigated: 
face format (whole face, top segment, and bottom segment; 
repeated measure) and emotion (happiness, sadness, anger, 
fear, disgust, and surprise; repeated measure). Both analyses 
showed a significant effect of  face format, F1(2, 14) = 
30.44, p < .0001, and F2(2, 18) = 11.94, p < .0005. Post 
hoc t tests (p  < .05) of  the two analyses showed the same 
pattern; overall, the emotions were more accurately identi- 
fied from the whole-face images than from the top or bottom 
segments, which did not reliably differ. This main effect was 
qualified by a significant interaction between emotion and 
face format, FI(10, 70) = 11.46,p < .0001, and/72(10, 90) = 
9.89, p < .0001. Simple effects analyses by participants (F~) 
and by items (F2) showed significant effects of  face format 
for all emotions except surprise. The F values of  these 
simple effects analyses are listed by emotion category in the 
following section, and where appropriate, a summary of  post 
hoc t tests (p  < .05) of  the simple effect is shown in brackets 
(note: in each case the post hoc effects were identical for the 
analyses by participants and by items): anger, Fx(2, 14) = 
10.07, p < .005, and F2(2, 18) = 6.43, p < .01 ([whole = 
top] < bottom); fear, F~(2, 14) = 27.10,p < .001, and F2(2, 
18) = 6.25, p < .01 ([whole = top] < bottom); sadness, 
F~(2, 14) = 7.13,p < .01, and F2(2, 18) = 19.28,p < .001 
([whole = top] < bottom); happiness, F1(2, 14) = 5.77, p < 
.02, and F2(2, 18) = 10.64,p < .001 ([whole = bottom] < 
top); disgust, F~(2, 14) = 29.77, p < .001, and F2(2, 18) = 
33.12, p < .001 ([whole = bottom] < top); and surprise, 
F1(2, 14) = 3.41, p > .05, and F2(2, 18) = 1.97, p > .2. 
Finally, both analyses also showed significant effects of  
emotion, F1(5, 35) = 7.94,p < .0001, and F2(5, 45) = 7.46, 
p < .0001. Post hoc t tests (p  < .05) showed that, overall, 
happiness was more accurately recognized than the other 
emotions. 

In summary, the results of  the error rates analysis show 
that anger, fear, and sadness were more recognizable from 
the top half of  the face (recognizable-top expressions), 
whereas happiness and disgust were more recognizable from 
the bottom half of  the face (recognizable-bottom expres- 
sions). Surprise was equally recognizable from its top and 
bottom sections. 

These results essentially replicate those of  Bassili (1979), 
who examined the same six facial expressions, although his 
images were not taken from the Ekman and Friesen (1976) 
series, and they were animated. The only difference between 
Bassili's findings and our own is that Bassili's sadness 
expressions were equally recognizable from their whole, 
top, and bottom segments, whereas we found that the bottom 
segments of  the Ekman and Friesen sadness expressions 
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were less accurately recognized than their whole or top 
segments, which did not reliably differ. 

RTs. Two subsidiary analyses (one by participants, F1, 
the other by items, Fz) were carried out on the RT data to 
check that the more accurate responses were not accompa- 
nied by slower RTs. Again, the factors investigated were face 
format (whole face, top segment, and bottom segment; 
repeated measure) and emotion (happiness, sadness, anger, 
fear, disgust, and surprise; repeated measure). Neither 
analysis showed a significant effect of  face format, but both 
showed a significant interaction between emotion and face 
format, FI(10, 70) = 3.78, p < .0005, and F2(10, 90) = 
3.12, p < .005. Simple effects analyses by participants (F0  
and by items (F2) showed a significant effect of  face format 
for happiness, F1(2, 14) = 7.15, p < .01, and/72(2, 18) = 
6.46, p < .01; and disgust, F~(2, 14) = 8.06, p < .005, and 
Fe(2, 18) = 5.76, p < .05, only. Post hoc t tests (p  < .05) 
showed that participants were significantly slower to iden- 
tify the happiness and disgust emotions from the top 
segment of  the face; RTs to identify these emotions from the 
bottom-segment and whole-face images did not reliably 
differ. Thus, there was no evidence of  participants trading 
accuracy for speed. 

In summary, this preliminary study identified that anger, 
fear, and sadness are readily identified from the top section 
of  the face (recognizable-top expressions), whereas happi- 
ness and disgust are readily identifiable from the bottom half 
of  the face (recoguizable-bottom expressions). Because 
surprise could be recognized from either part of  the face, we 
used it as a recognizable-bottom expression to even up the 
number of  expressions in each condition of  our design. 

In the next section of  the experiment, we created compos- 
ite facial expressions composed of  the top halves of  the 
recognizable-top expressions and bottom halves of  the 
recognizable-bottom expressions (e.g., top = anger, bot- 
tom = happiness). These images allowed us to test whether 
a similar phenomenon to the composite effect for facial 
identity (Young et al., 1987) could be found with facial 
expressions. Following Young et al. 's reasoning, if config- 
ural information is important for facial expression recogni- 
tion, then participants should be slower to identify the top or 
bottom half of  a facial expression when it is presented as part 
of  a composite image than when it is shown as part of  a 
noncomposite (misaligned) image. 

Identifying the Top and Bottom Sections o f  Composite 
and Noncomposite Expression Images 

Method 

Participants. Twelve people (9 women, 3 men) aged between 
21 and 40 years and from the same population as the previous 
section participated in the experiment. None had taken part in the 
previous section. 

Materials. The stimuli were prepared from pictures of four 
female models from the Ekman and Friesen (1976) series (C, NR, 
PF, and SW), each posing one example of the expressions 
happiness, sadness, anger, fear, disgust, and surprise; these pictures 
were selected from the stimuli used in the previous experiment. 

Composite and noncomposite stimuli comparable with the facial 
identity composites used by Young et al. (1987) were then prepared 
from these facial expressions. Their preparation is described below. 

Composites. Composite facial expressions were prepared by 
aligning the top segment of a recognizable-top expression (e.g., 
anger) with the bottom segment of a recognizable-bottom expres- 
sion (e.g., happiness) posed by the same model. For each of the four 
models, all nine possible combinations of these recognizable-top 
and recognizable-bottom segments were prepared; these combina- 
tions were as follows: anger-happiness, anger-disgust, anger- 
surprise, fear-happiness, fear-disgust, fear-surprise, sadness- 
happiness, sadness-disgust, and sadness-surprise (the first emotion 
of each pair indicates the top half of the composite). This gave a 
total of 36 composite faces. 

Noncomposites. The noncomposite facial expressions were 
essentially identical to the composites except that the top and 
bottom segments were misaligned horizontally. This was done by 
aligning the middle of the nose in the top segment with the edge of 
the face in the bottom segment. For half of the images, the top 
segment was shifted to the left of the bottom segment, and for the 
other half, this positioning was reversed (see Figure 3). Note that 
when the noncomposites were presented in the center of the 
computer screen, neither the bottom or top half of the image was 
centralized in the screen. To allow for this fact, half of the 
composite stimuli were presented in the same position as the left 
section of the noncomposites and half in the same location as their 
right section (see Figure 3); positioning was counterbalanced 
across stimuli. This method of presentation follows the basic 
procedure used by Young et al. (1987). 

Examples of composite and noncomposite facial expressions 
prepared from pictures of one of the models used in Experiment 2 
are shown in Figure 3. 

Design and procedure. Two within-subjects factors were inves- 
tigated: stimulus type (composite and noncomposite) and task 
instructions ("identify the top-half expression" and "identify the 
bottom-half expression"). The experiment began with a block in 
which each of the 24 whole (prototype) facial expressions (four 
models, each posing six facial expressions) were presented individu- 
ally in random order. The participant's task was to identify the 
emotion displayed in each face by pressing one of six buttons 
marked with the emotion labels happiness, sadness, anger, fear, 
disgust, and surprise; the position of these labels was counterbal- 
anced across participants. Each face was preceded by a fixation 
cross for 500 ms followed by a blank interval of the same duration. 
The face remained in view until the participant responded, with 
their response initiating the next trial after an interval of approxi- 
mately 2.5 s. All images were displayed on a 22-in. gray-scale 
computer screen using a Macintosh Power PC. The purpose of this 
block of trials was to familiarize the labeling task, to ensure that 
accuracies in the main experimental trials were sufficiently high to 
allow meaningful measurement of RTs. 

Participants then completed two blocks of experimental trials. In 
one block, they were asked to identify the expression displayed in 
the top segment of the composite and noncomposite images 
(top-segment block) and in a second block the expression shown in 
the bottom segment of these same images (bottom-segment block); 
half of the participants did the bottom-segment block trials first. 
The general design of these two blocks was the same, so we only 
give a detailed description of the bottom-segment block. 

The bottom-segment block began with a single presentation of 
the bottom segment of each of the three facial expressions 
(happiness, disgust, and surprise) posed by the four models (C, NR, 
PF, and SW); the presentation times were as for the whole-face 
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Prototypes Composites Noncomposites 

Figure 3. Examples of stimuli used in Experiment 1. The top and bottom segments of 
recognizable-top and recognizable-bottom prototype expressions (left), respectively, were combined 
to create composite (middle) and noncomposite (right) stimuli. The two face sections of each 
composite and noncomposite image were from pictures of the same model (Model C in the example 
shown). Images from Pictures of FaciaIAffect, by P. Ekman and W. V. Friesen, 1976. Copyright 1976 
by P. Ekman and W. V. Friesen. Adapted with permission. 

presentations described above. Participants were asked to make an 
identification decision by pressing one of three buttons labeled 
happiness, disgust, and surprise. Following this, the experiment 
proper began. This included one presentation of each of the 36 
composite and 36 noncomposite stimuli described above. The 
images were presented in random order, and the participant was 
asked to identify the expression displayed in the bottom segment of 
the images as quickly and accurately as possible by pressing one of 
the three labeled keys. Again, the presentation times were identical 
to the whole-face presentations described earlier. To familiarize the 
participants with the composite and noncomposite images, the 
experiment was preceded by 10 practice trials selected at random 
from the 72 experimental trials. The composite images subtended a 
horizontal visual angle of approximately 4.6 ° , and for the noncom- 
posites, a horizontal visual angle was approximately 5.7°; the 
vertical visual angle for both was approximately 6.3 ° . 

For the top-segment block, the design was virtually identical. 
However, this time the block began with one presentation of the top 
segment of the facial expressions anger, fear, and sadness posed by 
the same four models. The participants were then presented with 
the same composite and noncomposite images seen in the bottom- 
segment block, but this time they were asked to identify the 
expression displayed in the top segment of the face. In both 
sections of the top-segment block, participants made their response 
by pressing one of three keys labeled anger, fear, and sadness. 

Resu l t s  

Participants' mean correct RTs (with standard error bars) 
to identify the top and bottom halves of the composite and 
noncomposite facial expressions are shown in the left graph 
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Figure 4. Data from Experiment 1. The left graph shows participants' mean correct reaction times 
(RTs; with standard error bars) to identify the expression displayed in top and bottom halves of the 
composite and noncomposite stimuli. The fight graph shows participants' mean error proportions 
(with standard error bars) from the same experiment. 

of Figure 4. The fight graph shows participants' mean error 
proportions (with standard error bars) for the same 
experiment. 

RTs. Our principal form of analysis involved RTs for 
correct responses. These were submitted to a two-factor 
ANOVA investigating stimulus type (composite and noncom- 
posite; repeated measure) and task instructions ("identify 
top-half expression" and "identify bottom-half expression"; 
repeated measure). There was a significant effect of stimulus 
type, F(I ,  11) = 6.35, p < .05, indicating that participants 
found it harder to identify the top and bottom segments of 
the images in the composite condition. There was also a 
significant effect of task instructions, F(1, 11) = 17.26, p < 
.005, demonstrating that, overall, participants were faster to 
recognize the expression shown in the bottom half of the 
images. There was no significant interaction between these 
two factors. 

Error rates. A subsidiary analysis examined error rates 
to  ensure that the slower RTs to the composite images were 
not accompanied by increased accuracy. Error proportions 
were arcsin transformed and submitted to a two-factor 
ANOVA investigating stimulus type (composite and noncom- 
posite; repeated measure) and task instructions ("identify 
top-half expression" and "identify bottom-half expression"; 
repeated measure). This showed a significant main effect of 
task instructions, F(1, 11) = 23.02, p < .001, reflecting that, 
overall, participants were significantly more accurate at 
identifying the expressions shown in the bottom half of the 
images. There was also a marginally significant effect of 
stimulus type, F(1, 11) = 4.65, .1 > p > .05, but no 
significant interaction between these two factors. Thus, there 
was no evidence of participants trading accuracy for speed. 

Discussion 

The results of Experiment 1 support the configural model 
of facial expression recognition over the part-based model. 
Participants were significantly slower, and marginally less 
accurate, at identifying the expression shown in half of the 
composite images than the noncomposite images. Moreover, 
the effect was equally strong when they were asked to 
identify the top half of the images as when they were asked 
to identify their bottom half. This composite effect for facial 
expression is all the more striking when we consider that the 
participants were only asked to discriminate among three 
different facial expressions in each of the top-segment and 
bottom-segment blocks. Hence, although strategies were 
readily available to the participants (e.g., if the mouth is 
open wide, the bottom-half expression must be surprise, or if 
the eyes are wide open, the top-half expression must be 
fear), they did not, or were not able to, make full use of them. 
In this sense, these findings essentially parallel those found 
for facial identity (Carey & Diamond, 1994; Young et al., 
1987), and a similar explanation can be invoked. Following 
Young et al.'s reasoning, we suggest that facial expressions 
are processed in terms of their configural make-up; that is, 
the shape and position of the mouth in anger may be coded 
relative to the shape and position of other features in the 
expression (e.g., furrowed brow, close-set eyebrows, etc.). 
Hence, when the top and bottom segments of different facial 
expressions are aligned, they fuse to  form a perceptually 
new facial expression configuration that interferes with the 
processing of the constituent parts of the top and bottom 
sections. This effect can be seen in the examples shown in 
Figure 3. The top row shows the top half of a fear expression 
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combined with the bottom half of a happiness expression. 
The result is a wild expression that could not really be 
accurately described as happiness or fear. 

It is important to emphasize, however, that a composite 
effect for facial affect does not mean that the individual 
features of facial expressions are not also encoded for 
identification. It simply implies that the configural relation- 
ship of the features plays a significant role in the encoding of 
facial expression. 

Recall that Ellison and Massaro (1997) found that their 
data could be reliably modeled by the FLMP if one assumed 
that the information in the upper and lower sections of the 
face were evaluated independently and then integrated to 
produce an overall degree of support for a particular emotion 
category (e.g., happiness). Our own data do not concur with 
this finding. In Experiment 1, the same face halves were 
present in the composite and noncomposite conditions. 
Hence, if the face halves were being processed indepen- 
dently of one another, we would predict that the RTs for the 
two conditions should not significantly differ. However, this 
was not found: the participants responses were significantly 
slower for the composite condition. In other words, aligning 
the face halves to produce a facial image has a significant 
effect on the speed with which the participants can perform 
the task. For the present, then, we note there is a disagree- 
ment between Ellison and Massaro's results and our own, 
and in the General Discussion section we address possible 
explanations. 

It is also worth emphasising that our results cannot simply 
be attributed to a Stroop (1935) interference effect between 
the different conceptual (or semantic) information conveyed 
by the top and bottom face halves. This is because the same 
halves are present in both composite and noncomposite 
conditions. Hence, although a Stroop effect between emo- 
tion concepts may operate in both experimental conditions, 
it can not be the source of the increased RTs found for the 
composite condition. 

Exper iment  2 

As we discussed in the introduction, Young et al. (1987) 
found that the composite effect for facial identity was lost 
when the stimuli were inverted (see also Carey & Diamond, 
1994, and Hole, 1994). This is consistent with Carey and 
Diamond's (1977) suggestion that configural information for 
identity is more difficult to process in inverted than upright 
faces. Therefore, in Experiment 2, we investigated the effect 
of stimulus inversion on the composite effect for facial 
expression. We reasoned that if configural processing consti- 
tutes the basis of the effect we have observed, then the 
composite effect for expression should be significantly 
disrupted when the stimuli are inverted. 

In Experiment 1, the participants were asked to identify 
both top and bottom sections of the composite and noncom- 
posite images, and no difference in the pattern of findings 
was noted across "identify-top" and "identify-bottom" 
conditions--both showed an equivalent composite effect. 
For Experiment 2, therefore, we arbitrarily selected the 

bottom section of the images for the participants to identify 
in both upright and inverted conditions. 

Method 

Participants. Twelve people (6 women, 6 men) aged between 
19 and 45 years and from the same population as Experiments 1 
and 2 participated in the experiment. All had normal or corrected- 
to-normal vision, and none had taken part in Experiments 1 and 2. 

Materials. The stimuli were identical to those used in Experi- 
ment 1. 

Design and procedure. In the previous experiment, partici- 
pants identified the expression shown in the top half of the 
composite and noncomposite images in one block and the expres- 
sion shown in the bottom half in a second block. In Experiment 2, 
participants were only asked to identify the expression shown in the 
bottom half of these same stimuli, but under two conditions: (a) 
when the stimuli were presented upright and (b) when the same 
stimuli were inverted. Hence, in the inverted condition, the bottom 
half of the face was effectively the top half of the image. 

The beginning of the experiment was identical to Experiment 1; 
participants were presented with the 24 original whole-face images 
and asked to categorize each with one of six emotion labels 
(happiness, sadness, anger, fear, disgust, and surprise). Following 
this, half of the participants were assigned first to the upright 
condition and half to the inverted condition. The upright condition 
block was identical to the bottom-segment block described in 
Experiment 1. Hence, participants were first presented with the 
bottom segments of the expressions happiness, disgust, and sur- 
prise posed by four models and asked to categorize each image 
with one of three emotion labels (happiness, disgust, and surprise). 
In the experiment proper the same composite and noncomposite 
stimuli used in Experiment 1 were presented individually in 
random order. The participants' task was to categorize the bottom 
segment of each image with one of the same three emotion labels as 
quickly and accurately as possible. 

The inverted condition block was essentially identical to the 
upright condition block, except that all of the stimuli were inverted. 
In all other respects, the design and procedure of Experiment 2 
were the same as for Experiment 1. 

Results 

Participants' mean correct RTs (with standard error bars) 
to identify the bottom half of the composite and noncompos- 
ite facial expressions in upright and inverted formats are 
shown in the left graph of Figure 5. The right graph shows 
participants' mean error proportions (with standard error 
bars) for the same experiment. 

Reaction times. Our principal form of analysis involved 
RTs for correct responses. These were submitted to a 
two-factor ANOVA investigating stimulus type (composite 
and noncomposite; repeated measure) and stimulus orienta- 
tion (upright and inverted; repeated measure). There was a 
significant effect of stimulus type, F(1, 11) = 9.74, p < .01, 
indicating that participants found it harder to identify the 
expression shown in the bottom half of the composite 
images. This was qualified by a significant interaction 
between stimulus type and stimulus orientation, F(1, 11) = 
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Figure 5. Data from Experiment 2. The left graph shows participants' mean correct reaction times 
(RTs; with standard error bars) to identify the expression displayed in the bottom half of the 
composite and noncomposite images presented in upright and inverted formats. The right graph 
shows participants' mean error proportions (with standard error bars) from the same experiment. 

6.62, p < .05. Simple effects analyses of the interaction 
effect showed a significant effect of stimulus type (compos- 
ite and noncomposite) for the upright condition, F(1, 11) = 
15.14, p < .005, and a borderline, nonsignificant effect for 
the inverted condition, F(1, 11) = 4.02, .1 > p > .05. 
Finally, there was also a significant effect of stimulus 
orientation, F(1, I1) = 14.06, p < .005, demonstrating that, 
overall, participants found the task easier when the stimuli 
were upright. 

Error rates. A subsidiary analysis examined partici- 
pants' error rates to check that the slower responses in the 
composite condition were not also accompanied by more 
accurate performance. Error proportions were arcsin trans- 
formed and submitted to a two-factor ANOVA investigating 
stimulus type (composite and noncomposite; repeated mea- 
sure) and stimulus orientation (upright and inverted; re- 
peated measure). This showed a significant main effect of 
stimulus orientation, F(1, 11) = 11.80, p < .01, reflecting 
that, overall, participants were significantly more accurate at 
identifying the expression shown in the upright images. 
There were no other significant effects (Fs < 1.10). Thus, 
there was no statistical evidence of participants trading 
accuracy for speed. 

Discuss ion  

Experiment 2 demonstrates three findings. First, the 
results replicated the findings of Experiment 1. In the upright 
condition, participants were significantly slower (but no 
more accurate) to identify the expression shown in the 
bottom half of the composite images relative to their 
performance with the noncomposite images. Second, invert- 

ing the images significantly disrupted the composite effect 
for facial expressions; the composite effect was statistically 
reliable for the upright condition only. This second finding is 
similar to Young et al.'s (1987) observation that the compos- 
ite effect for facial identity is lost when the stimuli are 
inverted (see also Carey & Diamond, 1994; Hole, 1994). 
Finally, Experiment 2 also showed a significant main effect 
of stimulus inversion. This indicates that, overall, partici- 
pants were significantly slower to identify the expression 
shown in the bottom half of the composite and noncompos- 
ite stimuli when they were inverted. This is consistent with 
McKelvie's (1995) finding that facial expressions are more 
difficult to recognize in inverted faces (see also Valentine & 
Bruce, 1988). 

It is important to note that the negative effect of inversion 
on facial identity recognition is usually attributed to the idea 
that configural features are more difficult to process in 
inverted faces or, less specifically, that holistic processing of 
faces is made more difficult by stimulus inversion. The fact 
that the composite effect for facial expression is also 
disrupted by inversion converges on the idea that configural 
features may also be used to encode facial expressions. 
Hence, the results of Experiment 2 provide further support 
for the configural model rather than the part-based model of 
facial affect recognition. 

Given that our interpretation of the results of Experiments 
1 and 2 has substantial implications for the understanding of 
facial expression perception, it was important to consider 
whether there were any alternative interpretations of the 
composite effect we had found. We considered that one 
possibility was that the composite stimuli were simply more 
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attention-grabbing than the noncomposites, possibly be- 
cause facial composites prepared from the top and bottom 
halves of two different pictures inevitably look like unusual 
(or distorted) faces, causing participants to look longer at 
them before deciding on a response. Experiment 3 addressed 
this alternative explanation. 

Exper iment  3 

Although it seems likely that the composite effect found 
in Experiments 1 and 2 is attributable to a disruption of 
configural processing, an alternative explanation may exist. 
As we have said, it is possible that the participants may have 
been distracted by the slightly distorted and unusual appear- 
ance of the composite stimuli and, hence, slower to make 
their response. Clearly, it was important to address this 
alternative explanation, and one means of testing it became 
evident while we were preparing the stimuli for Experiments 
1 and2. 

When creating stimuli, we noted that if the two face 
halves are taken from different identities posing the same 
facial expression (e.g., happiness), the resultant composite 
face also looks happy. This result suggested a prediction: If  
the composite effect we had observed was due to a disrup- 
tion of configural information for facial expression, then 
composite faces prepared from two different identities 
posing the same expression (same-expression composites) 
should not show the effect. This is because the top and 
bottom segments of these images contain configural informa- 
tion relating to the same facial affect, meaning that there is 
no conflict between the configural information for expres- 
sion in the two halves, even though the identities are 
different. Alternatively, if the effect we had observed was 
due to the composite stimuli being more attention-grabbing 
than the noncomposites (as a result of discontinuities in 
texture across the two face halves, etc.), then a significant 
composite effect should be observed for the same-expres- 
sion composites. This was tested in Experiment 3. 

As a comparison condition, we also included composite 
images prepared from different identities posing different 
facial expressions (different-expression composites). We 
predicted that these images should produce the same compos- 
ite effect found in Experiments 1 and 2, because for the 
different-expression composites, there is a conflict of config- 
ural information for facial expression across the two halves 
of  the image. Hence, our suggestion that the composite 
effect reflected configural processing of the images would 
hold true if Experiment 3 showed a significant interaction 
effect between stimulus type (composite and noncomposite) 
and top-bottom expression congruency (same expression 
and different expression). 

M e ~ o d  

Part~ipants. Twelve participants (7 women, 5 men) aged 
between 18 and 40 years and from the same population as 
Experiments 1 and 2 took part in the experiment. All had normal or 
corrected-to-normal vision, and none had participated in the 
previous experiments. 

Materials. The stimuli were prepared from pictures of the 
same four models (C, NR, PF, and SW) used in Experiments 1 and 
2 posing the facial expressions happiness, disgust, and surprise. 
The top and bottom halves of these faces were combined to 
produce all possible composite expressions in which the two halves 
were taken from different models' faces. For 36 of these images, the 
top and bottom halves showed the same expression (same- 
expression composite; e.g., top = happiness Model C, 
bottom = happiness Model NR), and for the remaining 72, the two 
halves showed different expressions (different-expression compos- 
ite; e.g., top = happiness Model C, bottom = disgust Model NR). 

Noncomposite versions of the same stimuli were produced using 
the method described in Experiment 1. Recall that there are two 
possible versions of noncomposite stimuli: (a) top half shifted to 
the right of the bottom half and (b) top half shifted to the left of the 
bottom half. Given that there were twice as many different- 
expression composites as same-expression composites, both ver- 
sions of noncomposite were produced for each of the same- 
expression images, whereas for the different-expression images, 
the two versions were counterbalanced across stimuli. Examples of 
composite and noncomposite images prepared from two of the four 
models used in Experiment 3 are shown in Figure 6. 

Design and procedure. Two within-subjects factors were inves- 
tigated: stimulus type (composite and noncomposite) and top- 
bottom expression congruency (same expression and different 
expression). 

All stages of the experiment used the presentation format 
described in Experiment 2 (i.e., 500-ms fixation, 500-ms blank 
interstimulus interval followed by the stimulus, which remained in 
view until the participant responded). The experiment began with a 
session in which the original 12 whole faces (four models, each 
posing three facial expressions) used to prepare the composites 
were presented individually in random order. Each face was shown 
three times, and the participant identified the emotion displayed by 
pressing one of three keys marked with the labels happiness, 
disgust, and surprise; label positions were counterbalanced across 
participants. Next, half of the participants were presented with the 
top segments of these same faces and half with the bottom 
segments. Again, each image was presented three times, and the 
participants' task was to identify the facial expression as one of 
happiness, disgust, or surprise. After this, the participants that had 
seen the top sections were presented with the bottom sections of the 
same facial expressions and vice versa. Their task was the same, 
namely to identify the emotion. 

In the experiment proper the participants were presented with 
equal numbers (36) of same-expression composites, same- 
expression noncomposites, different-expression composites, and 
different-expression noncomposites in random order. The stimuli 
were counterbalanced across two stimulus sets to accommodate the 
different numbers of same-expression and different-expression 
images; half of the participants were assigned to one stimulus set 
and half to the other. Participants were instructed to identify the 
expression displayed on the bottom half of each image by pressing 
the appropriate response key (happiness, surprise, or disgust) as 
quickly and accurately as possible. To familiarize the participants 
with the composite and noncomposite images, the experiment 
proper was preceded by 10 practice trials selected at random from 
the experimental trials. The composite images subtended a horizon- 
tad visual angle of approximately 4.6 °, and the noncomposite 
images subtended a horizontal visual angle of approximately 5.7°; 
the vertical visual angle for both was approximately 6.3% 
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Figure 6. Examples of the stimuli used in Experiment 3. Composite (middle) and noncomposite 
(right) facial expression stimuli were prepared from the top and bottom halves of two models' faces 
(left) posing the same expression (same-expression images; top row) or different expressions 
(different-expression images; bottom row). Images from Pictures of Facial Affect, by P. Ekman and 
W. V. Friesen, 1976. Copyright 1976 by P. Ekman and W. V. Friesen. Adapted with permission. 
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Results 

Participants' mean correct RTs (with standard error bars) 
to identify the bottom half of the composite and noncompos- 
ite facial expressions in same-expression and different- 
expression conditions are shown in the left graph of Figure 
7. The right graph shows participants' mean error propor- 
tions (with standard error bars) for the same experiment. 

RTs. Our principal form of analysis involved RTs for 
correct responses. These were submitted to a two-factor 
ANOVAinvestigating stimulus type (composite and noncom- 
posite; repeated measure) and top-bottom expression congru- 
ency (same expression and different expression; repeated 
measure). There was a significant effect of stimulus type, 
F(1, 11) = 10.10, p < .01, indicating that, overall, partici- 
pants were slower to identify the expression shown in the 
bottom half of the composite images. This was qualified by a 
significant interaction between stimulus type and top- 
bottom expression congruency, F(1, 11) = 12.94, p < .005. 
Simple effects analyses showed a significant effect of 
stimulus type for the different-expression images, F(1, 11) = 
24.00, p < .0001, but not for the same-expression images 
(F < 1.00). There was also a significant effect of expression 
congruency, F(1, 11) = 9.67, p < .01, demonstrating that, 
overall, participants were significantly slower to identify the 
expression in the different-expression images; post hoc t 
tests (p < .05) showed that this held for the composite 
images (same expression < different expression) but not for 
the noncomposite images. 

Error rates. A subsidiary analysis examined partici- 
pants' error rates to check that the slower responses were not 

accompanied by more accurate performance. Error propor- 
dons were arcsin transformed and submitted to  a two-factor 
ANOVA investigating stimulus type (composite and noncom- 
posite; repeated measure) and top--bottom expression congru- 
ency (same expression and different expression; repeated 
measure). There was a marginal main effect of stimulus type, 
F(1, 11) = 3.86, .1 > p > .05, reflecting an overall trend 
toward more errors with the composite stimuli. This was 
qualified by a significant interaction between stimulus type 
and top-bottom expression congruency, F(1, 11) = 5.61, 
p < .05. Simple effects analyses showed a significant effect 
of stimulus type for the different-expression images, 
F(1, I 1) = 15.88, p < .005, but not for the same-expression 
images (F < 1.00). There was also a significant main effect 
of top--bottom expression congruency, F(1, 11) = 7.23, p < 
.05, indicating that, overall, participants made significantly 
more errors with the different-expression images. Post hoct  
tests (p < .05) indicated that this effect held for the compos- 
ite and noncomposite images (same expression < different 
expression). The results of the error rates analysis, then, 
show no evidence of participants trading speed for accuracy. 

Discussion 

The results of Experiment 3 can be summarized as 
follows. First, a composite effect for facial expressions was 
found when the images compose the top and bottom 
segments of different people's faces posing different expres- 
sions; this replicates and extends the findings of Experi- 
ments 1 and 2. Second, no composite effect was observed 
when the stimuli were prepared from the top and bottom 
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segments of different people's faces posing the same 
expression. 

The significant factor that differentiated these two types of 
stimuli was that for one stimulus, the expressions shown in 
the top and bottom segments were different (different- 
expression composite), whereas for the other stimulus they 
were the same (same-expression composites). The results of 
Experiment 3, then, confirm that the composite effect found 
in Experiments 1 and 2 cannot be attributed to the idea that 
composite faces are more attention-grabbing than noncom- 
posites. Instead, these findings are consistent with the 
suggestion that for the different-expression composites, 
there is a conflict between the configural information in the 
two face halves, whereas for the same-expression com- 
posites there is no such conflict. Once again, then, our data 
are consistent with the configural model of facial affect 
processing. 

Note that in Experiments 1 and 2, the top and bottom 
halves of each composite expression were taken from 
pictures of the same model; hence, it was relatively easy to 
align the nose, hairline, and so forth, in these images and to 
avoid abrupt discontinuities of stimulus texture. This was 
considerably more difficult in Experiment 3 because the two 
halves belonged to the faces of different models. Experiment 
3, then, demonstrated that the composite effect for facial 
expressions is robust, because the effect was found even 
when the composite images did not look (on close inspec- 
tion) like fully credible faces. 

Finally, it is worth noting one further point. In Experiment 
3, our composite stimuli were prepared from the top and 
bottom halves of recognizable-bottom facial expressions. 
However, we still observed a large composite effect in the 
different-expression condition. This would suggest that the 
face half that the participant was not instructed to attend to 
(i.e., the top half of the face in Experiment 3), did not need to 
display a highly recognizable expression for the effect to 
occur; the average recognition rates from Experiment 1 for 
the top halves of these expressions across the four models 
used were as follows: happiness, 68.5%; disgust, 43.75%; 
and surprise, 84.75% (chance = 16.67%). Contrast these 
rates with the recognition rates for the bottom halves of the 
same expressions (happiness, 100%; disgust, 87.5%; and 
surprise, 85.75%). Hence, the critical factor for a composite 
effect to be observed may be that the configural information 
in the unattended half is inconsistent with that in the 
attended half, rather than that the unattended half itself 
contains another readily identifiable facial expression. 

Experiment  4 

Figure 6 illustrates a point demonstrated in Experiment 3 
that the top and bottom halves of two faces of different 
people posing the same expression (e.g., happiness) can be 
combined to generate a perceptually new facial identity 
without disrupting facial expression (i.e., the face still looks 
happy). In other words, the composite face is a poor match 
for either of the two original models' faces but a good match 
for the expression posed by both models. This observation 

implies that the configural information used to encode facial 
identity may be different from that used to encode facial 
expression. We reasoned that support for this hypothesis 
could be found by showing that the configural processing of 
facial identity and facial expression can be selectively 
disrupted. 

To demonstrate this, we used three types of composite 
stimuli prepared from (a) pictures of the same person posing 
different facial expressions (same-identity--different-expres- 
sion composites), (b) pictures of different people posing the 
same facial expression (different-identity-same-expression 
composites), and (c) pictures of different identities posing 
different facial expressions (different-identity--different- 
expression composites). We predicted that if participants 
could selectively attend to the configural information that 
specifies either facial identity or facial expression, then we 
should find different patterns of performance with different 
task instructions. Hence, when the instructions are to 
indicate the identity shown in the bottom half of a composite 
face, participants' responses should be fastest when the top 
and bottom segments contain the same person's face (same- 
identity-different-expression composites). However, when 
the instructions are to identify the expression shown in the 
bottom half, participants responses should be fastest when 
the top and bottom segments contain the same facial 
expression (different-identity-same-expression composites). 

The third type of composites (different-identity-different- 
expression composites) was used for the following reason. If 
different configural information is used to specify identity 
and expression, then although there should be a significant 
cost to RTs when the attribute (identity or expression) that 
the participants are asked to attend to is incongruent across 
the two face halves, there should be no additional cost when 
the two halves are incongruent with respect to both facial 
attributes. So, for example, participants' RTs to identify the 
expression shown in the bottom half of the same-identity- 
different-expression and different-identity--different-expres- 
sion composites should not differ. Similarly, there should be 
no reliable difference between their RTs to indicate the 
identity shown in the bottom half of the different-identity- 
same-expression and different-identity-different-expression 
composites. 

To test these hypotheses, it was necessary to use either 
pictures of already familiar faces posing different expres- 
sions or faces from the Ekman and Friesen (1976) series, 
which were made familiar to the participants at the begin- 
ning of the experiment. The latter method of making 
unfamiliar faces familiar in the course of the experiment has 
been successfully used by Young et al. (1987) and Carey and 
Diamond (1994) in their investigations of the composite 
effect for facial identity, and, on balance, we selected it for 
two reasons. First, this method facilitates comparison with 
other experiments in this article and, second, full-face 
pictures of personally familiar people or of celebrities 
posing different facial expressions are difficult to obtain. 

Note that we did not use noncomposite images in 
Experiment 4 for the following reason. Experiments 1, 2, 
and 3 were all consistent with the suggestion that facial 
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expression composites are encoded configurally. This effect 
was observed despite the participants being instructed to 
attend to only one section of  the face. Hence, although 
participants would have improved their performance for the 
composite condition by only processing the information in 
the attended half, they were apparently not able to use this 
strategy. These results strongly suggest that under these 
circumstances, the configural encoding of  facial expression 
is an automatic process that is beyond conscious control. 
Similarly, the results of  previous studies examining the 
composite effect for facial identity (Carey & Diamond, 
1994; Young et al., 1987) suggest that the same is true for the 
perception of  configural information relating to facial identity. 

Given that Experiment 4 used the same basic task used in 
the experiments discussed above (i.e., identify the person, or 
identify the expression shown in the bottom half  of  the 
composite),  we could see little reason for including a series 
of  noncomposite conditions as a check of  an effect that is 
apparently beyond the participants '  control. In addition, 
Experiment 3 had demonstrated that RTs to identify the 
expression shown in the bottom section of same-express ion-  
different-identity and different-expression-different-identity 
composites were significantly different. This was consistent 
with the idea that the configural information for facial 
expression was disrupted in one condition (different- 
expression--different-identity) but not the other (same- 
expression-different-identity).  Hence, the same-express ion-  
different-identity composites essentially served as a control 
for the expression recognition task (i.e., a similar role to the 
noncomposite images used in Experiments 1, 2, and 3). 
Similarly, we used the different-expression-same-identi ty 
images as a control for the identity recognition task. This is 
because we predicted that participants should show signifi- 
cantly less interference with these images compared with the 
composites in which the top and bottom sections contained 
different people 's  faces. As it turned out, our predictions 
were confirmed. 

Method 

Participants. Fifteen participants (13 women, 2 men) aged 
between 18 and 50 years and from the same population as 
Experiments 1-3 took part in the experiment. All had normal or 
corrected-to-normal vision, and none had participated in the 
previous experiments. 

Materials. All stimuli in Experiment 4 were prepared from 
pictures of three models (C, NR, and SW) from the Ekman and 
Friesen (1976) series, each posing three different facial expressions 
(happiness, disgust, and surprise). All possible combinations of the 
top and bottom halves of these nine different pictures were 
produced to give a total of 72 different composite faces. For 18 of 
these, the top and bottom halves displayed different expressions 
posed by the same model (different-expression-same-identity 
composites; e.g., top = happiness Model C, bottom = disgust 
Model C); for 36, the top and bottom halves displayed different 
expressions posed by the different models (different-expression- 
different-identity composites; e.g., top = happiness Model C, 
bottom = disgust Model NR) and for the remaining 18 the top and 
bottom halves displayed the same expression posed by different 
models (same-expression-different-identity composites; e.g., 

top = happiness Model C, bottom = happiness Model NR). Note 
that the original images (literally same expression-same identity) 
were not used in the experiment proper. Examples of the three 
image types prepared from two of the models used in Experiment 4 
are shown in Figure 8. 

Design and procedure. Two within-subjects factors were inves- 
tigated: composite type (different expression-same identity, same 
expression--different identity, and different expression-different 
identity) and task instructions ("identify the person" and "identify 
the expression"). All stages of the experiment used the presentation 
format described for Experiment 2 (i.e., 500-ms fixation, 500-ms 
blank interstimulus interval and then the stimulus that remained in 
view until the participant responded). 

The experiment consisted of two sections corresponding to the 
two levels of the task instructions factor (identify the person and 
identify the expression); half of the participants were assigned to 
the identify-the-person section first and half to the identify-the- 
expression section. Both sections used the same basic design. 

Identify-the-person trials. The section began with a training 
session. In this training session, the three models' faces were 
presented with neutral facial expressions (expressionless faces), 
and each was accompanied by an arbitrarily assigned first name 
(Model C = Susan, Model NR = Margaret, Model SW = Tracy); 
these names were printed in uppercase letters and positioned below 
the face. Each face-name pair was presented five times for 5 s each 
in random order. The participant was instructed to look at the faces 
and try to remember the models' names because later they would be 
tested on them. Following this, pictures of the same models posing 
the three facial expressions, happiness, disgust, and surprise, were 
presented individually and without name labels. The participant 
was asked to identify each model's name by pressing one of three 
buttons on a box interfaced with the computer; the keys were 
marked with the names (Susan, Margaret, and Tracy), and their 
positions were counterbalanced across participants. Each of the 
nine different pictures (three models × three facial expressions) 
were presented three times in random order. If participants made an 
error (e.g., pressed the Susan button in response to Margaret's 
face), the computer made a "beep" noise, and they were invited to 
try again until the correct response was made. Participants who 
each made more than 3 errors (out of a total of 27 trials; maximum 
total errors = 54; i.e., 2 errors per trial) in this stage of the 
experiment were excluded from the analysis. 

Next, half of the participants were presented with the top halves 
of the same faces and half of the participants with the bottom halves 
of the same faces. Again, each image was presented individually, 
three times in random order, and the participant's task was to 
indicate each model's name by making a button-press response. 
Following this, the participants who had seen the top sections were 
presented with the bottom sections of the same faces and vice 
versa. Their task was the same: to identify the models' names. 

In the experiment proper the participants were presented with 
equal numbers (18) of the three types of composite faces (different 
expression-same identity, different expression-different identity, 
and same expression-different identity) in random order; each 
image was presented twice. The stimuli were counterbalanced 
across two different stimulus sets to accommodate the different 
number of images in the three levels of the composite type 
condition. Half of the participants were assigned to one stimulus set 
and half to the other. The composite images subtended a horizontal 
visual angle of approximately 4.6 °, and a vertical visual angle of 
approximately 6.3 ° . Participants were instructed to identify the 
name of the model shown in the bottom half of each composite 
image by pressing one of the three keys listed above. To familiarize 
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Figure 8. Examples of the stimuli used in Experiment 4. Composite facial expressions were 
prepared from the top and bottom halves of (a) two different prototype expressions posed by the same 
model (different expression-same identity; top row), (b) the same prototype expression posed by 
different models (same expression--different identity; middle row), and (c) two different prototype 
expressions posed by different models (different expression-different identity; bottom row). Images 
from Pictures of FacialAffect, by P. Ekman and W. V. Friesen, 1976. Copyright 1976 by P. Ekman 
and W. V. Friesen. Adapted with permission. 

the participants with the composite images, the experiment proper 
was preceded by six practice trials selected at random from the 54 
experimental trials. 

Identify-the-expression trials. The identify-the-expression sec- 
tion began with exactly the same training session described above, 
in which each model was presented five times with a neutral expression 
and their name label. Next, the same three models were presented 
posing the expressions happiness, surprise, and disgust, and pagfcipants 

were asked to identify their facial expression by pressing one of three 
keys labeled happiness, disgust, and surprise; each face was presented 
three times in random order. If the participant made an error in his or her 
choice, the computer made a beep noise and they were asked to try 
again. Any participant who made more than 3 errors out of a total of 54 
was again excluded from the analysis. In all other respects, the design of 
the identify-the-expression trials was the same as the identify-the-person 
trials described above. The only difference was in the task instructions. 
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Hence, participants were next presented with the top segments of the 
stimuli in one block and bottom segments of the same faces in another 
block; order of presentation of these two blocks was counterbalanced 
across participants. Their task in each case was to identify the facial 
expression by pressing one of three keys marked happiness, 
disgust, and surprise. In the experiment proper, they identified the 
expression shown in the bottom half of the composite stimuli. 

Resu l t s  

In the first block of the identify-the-person trials in which 
the participants were shown the whole faces and asked to 
indicate the models' name, 3 of the participants made three 
errors (the criterion number for rejection). In the correspond- 
ing section of the identify-the-expression block, the same 3 
participants reached or exceeded this criterion error rate. 
These participants were therefore excluded from the follow- 
ing analysis, leaving data from 12 participants (10 women, 2 
men; 18-50 years). The mean number of correct responses 
made by these 12 participants when identifying the expres- 
sion and person in the whole-face block in the respective 
sections were as follows: Identify the person, M = 26.42, 
SD = 0.90; and identify the expression, M = 26.50, SD = 
0.80. Clearly, then, these participants had little difficulty in 
identifying the models' names or their facial expressions. 

Participants' mean correct RTs (with standard error bars) 
to identify the person and expression in the bottom half of 
the three types of composite images (different expression-same 
identity, different expression--different identity, and same expres- 

sion-different identity) arc shown in the left graph of Figure 
9. The right graph shows participants' mean error propor- 
tions (with standard error bars) for the same experiment. 

RTs. Our principal form of analysis involved RTs for 
correct responses. These were submitted to a two-factor 
ANOVA investigating composite type (different expression- 
same identity, different expression-different identity, and 
same expression-different identity; repeated measure) and 
task instructions (identify the person and identify the 
expression; repeated measure). There was a significant effect 
of composite type, F(2, 22) = 7.39, p < .005. Post hoct  tests 
(p < .05) indicated that, overall, participants were slowest 
to identify the bottom segments of the different-identity- 
different-expression composites; RTs to the different-identity- 
same-expression and same-identity-different-expression 
composites did not reliably differ. The main effect of 
composite type was qualified by a significant interaction 
between composite type and task instructions, F(2, 22) = 
14.39, p < .0001. Simple effects analyses showed a signifi- 
cant effect of composite type for both levels of task 
instructions condition: Identify the person, F(2, 22) = 
12.01, p < .0001, and identify the expression, F(2, 22) = 
9.82, p < .001; however, the pattern of the effects in these 
two conditions was different. Post hoc t tests (p < .05) 
showed that for the identify-the-person condition, RTs to the 
different-expression-same-identity composites were signifi- 
cantly faster than those to the same-expression-different- 
identity and different-expression-different-identity compos- 
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Figure 9. Data from Experiment 4. The left graph shows participants' mean correct reaction times 
(RTs; with standard error bars) to identify the expression (expression decision) or identity (identity 
decision) in the bottom segment of three types of composite image (different expression-same identity, 
different expression-different identity, and same expression-different identity). The right graph shows 
participants' mean error proportions (with standard error bars) from the same experiment. 
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ites, which did not reliably differ (different expression-same 
identity < [same expression--different identity = different 
expression--different identity]). For the identify-the-expres- 
sion condition, RTs to the same-expression-different- 
identity composites were significantly faster than those to 
the diferent-expression-same-idenfity and different-expres- 
sion-different-identity composites, which did not reliably 
differ (same expression--different identity < [different expres- 
sion-same identity = different expression--different iden- 
tity]). Finally, there was no overall significant effect of task 
instructions, indicating that participants' RTs to perform the 
identify-the-person and identify-the-expression tasks did not 
reliably differ; this shows that the two tasks were of 
comparable difficulty, as assessed by the RTs measure. 

In summary, the results of the RTs analysis demonstrate 
that participants were significantly slower to perform the 
task when the attribute (expression or identity) that they 
were asked to attend to was incongruent across the two face 
halves. Moreover, there was no additional significant cost 
when the unattended attribute was also incongruent across 
the two halves. Note that this result is consistent with the 
breakdown of the main effect of composite type. This 
showed that, overall, participants were slowest to classify 
composites in which the top and bottom halves were 
different identities and different expressions. This result is to 
be expected because we predicted that the different- 
expression--different-identity condition should show slower 
RTs in both levels of the task instructions condition (identify 
the person and identify the expression). 

Error rates. A subsidiary analysis examined partici- 
pants' error rates to check that the slower responses were not 
also accompanied by more accurate performance. Error 
proportions were arcsin transformed and submitted to a 
two-factor ANOVA investigating composite type (different 
expression-same identity, same expression--different iden- 
tity, and different expression-different identity; repeated 
measure) and task instructions (identify the person and 
identify the expression; repeated measure). The only signifi- 
cant effect was the main effect of composite type (different 
expression-same identity, same expression-different iden- 
tity, and different expression-different identity), F(2, 22) = 
3.76,p < .05. Post hoc t tests (p < .05) showed that, overall, 
participants made significantly more errors in the different- 
expression-Mifferent-identity condition compared with the 
same-expression--different-identity condition. There were 
no other statistically reliable effects. Thus, there was no 
evidence of participants trading accuracy for speed. Further- 
more, the absence of a significant effect of task instructions 
indicates that the two tasks (identify the person and identify 
the expression) were of comparable difficulty, as assessed by 
error proportions; this is consistent with the findings of the 
RT analysis. 

D i s c u s s i o n  

The results of Experiment 4 showed that when viewing 
the same stimulus set, participants produced different pat- 

terns of RTs depending on whether they were asked to 
perform a facial identity task or a facial expression task. 

Three types of composite image were used in which the 
top and bottom halves were (a) different expressions posed 
by the same model (different-expression-same-identity com- 
posites), 0a) the same expression posed by different models 
(same-expression-different-identity composites), and (c) dif- 
ferent expressions posed by different models (different- 
expression--different-identity composites). When the task 
instruction was to identify the facial expression shown in the 
bottom half of these composites, participants' RTs were 
significantly faster when the top and bottom halves con- 
tained the same expression (same-expression-different- 
identity composites), than when they contained different 
expressions (different expression-same identity and differ- 
ent expression-different identity). Moreover, for the two 
conditions in which the top and bottom segments of the 
composite showed different expressions (different expression- 
-same identity and different expression-different identity), 
there was no significant additional cost when the two halves 
contained both different expressions and different identities 
(different expression-different identity). 

When the task was to recognize the identity shown in the 
bottom half of the composites a different pattern of perfor- 
mance was observed. Here participants' RTs were signifi- 
cantly faster when the top and bottom segments showed the 
same identity (different-expression-same-identity compos- 
ites) than when they contained different identities (same 
expression-different identity and different expression- 
different identity). And for the two conditions in which the 
two halves of the composite contained different identities 
(same-expression-different-identity and different-expression- 
different-identity composites), there was no additional sig- 
nificant cost when they displayed both different identities 
and different expressions (different-expression-different- 
identity composites). 

These results are consistent with previous findings show- 
ing that participants can selectively attend to information in 
a face that is relevant to its expression and discard informa- 
tion relevant to its identity, or vice versa (Campbell et al., 
1996; Etcoff, 1984; Young et al., 1986). However, the results 
of Experiment 4 go beyond these previous studies and offer 
an impressive demonstration of participants' ability to 
selectively attend to different types of configural informa- 
tion; one relating to the representation of facial identity the 
other to the representation of facial expression. Experiment 
4 also demonstrates that these two forms of configural 
information can be selectively disrupted. One implication of 
this finding is that the configural information used for facial 
identity and facial expression perception is different. 

Finally, it is worth noting that these results were obtained 
using a within-subjects design. This shows that the partici- 
pants have an impressive ability to shift their attention from 
processing configural information that is relevant to facial 
identity in one block to processing configural information 
that is relevant to facial expression in another without 
experiencing any substantial interference from the immedi- 
ately preceding task. 
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In summary, Experiment 4 suggests that different config- 
ural information is used to encode facial identity and facial 
expression. The nature of these two types of confignral 
features is discussed in the following section. 

General Discussion 

The results of these experiments demonstrate a number of 
points. These can be summarized as follows. 

1. Facial expressions of the basic emotions can be divided 
into recognizable-top and recognizable-bottom categories. 
Experiment 1 found that anger, fear, and sadness showed a 
significant recognizable-top bias, whereas happiness and 
disgust showed a significant recognizable-bottom bias. Sur- 
prise showed no significant bias and was equally distinguish- 
able from whole-face, top and bottom segments. These 
results largely replicate the findings of a previous study by 
Bassili (1979). 

2. Composite facial expressions were prepared by align- 
ing the top half of one facial expression (e.g., anger) with the 
bottom half of another (e.g., happiness). In three separate 
experiments, we have demonstrated that participants are 
significantly slower to identify the expression in either half 
of these composite images relative to a noncomposite 
control condition in which the two halves are misaligned 
(Experiments 1, 2, and 3). These results parallel Young et 
al.'s (1987) earlier finding of a similar effect for facial 
identity. 

3. Young et al. (1987) demonstrated that the composite 
effect for facial identity is abolished when the stimuli are 
inverted. The results of Experiment 3 demonstrate that the 
composite effect for facial expression is also significantly 
disrupted by stimulus inversion. 

4. The composite effect for facial expression is found 
when the top and bottom segments are taken from pictures of 
different expressions posed by the same model (Experiments 
1 and 2) or two different models (Experiment 3). However, 
this effect is not found when the two segments are taken 
from pictures of different models posing the same facial 
expression (Experiment 3). This result serves to exclude the 
suggestion that the composite effect is an artefact of stimulus 
quality--for example, the composite stimuli appearing 
slightly distorted and unusual as faces and, hence, more 
attention-grabbing than the noncomposite images. 

5. In Experiment 4, participants were presented with three 
types of composite faces in which the top and bottom 
segments were (a) different expressions posed by the same 
model, (b) the same expression posed by different models, 
and (c) different expressions posed by different models. 
When participants were asked to name the identity shown in 
the bottom half of these images, their RTs were significantly 
slower for those composites prepared from the top and 
bottom halves of different models' faces (b and c above). 
However, when they were asked to identify the expression 
shown in the same half, significantly slower RTs were found 
for images in which expression was incongruent across the 
two halves (a and c above). Moreover, no added cost was 
found when the attribute that participants had not been 

instructed to report (e.g., expression, in the identity task) 
was also incongruent across the two face halves. These 
findings suggest that the composite effects for facial expres- 
sion and facial identity may disrupt the perception of 
different confignral features. 

These results have important implications for the percep- 
tual representations of facial expressions and we deal with 
each of them in turn. 

As we discussed in the introduction, previous studies have 
shown that some facial expressions are more recognizable 
from the top half of the face (recognizable-top expressions), 
whereas others are more readily recognized from the bottom 
half (recognizable-bottom expressions, Bassili, 1979; 
Hanawalt, 1944; Plutchik, 1962). Our results confirm these 
observations and are highly consistent with Bassili's find- 
ings that were obtained using animated examples of the 
same facial expressions from a different image set. 

It is worth emphasizing that observations of top-bottom 
expression dominance are not inconsistent with the idea that 
configural information is important for facial expression 
recognition. It is possible for the overall configuration of a 
facial expression to contribute toward its recognition, de- 
spite the sufficient information for accurate recognition of an 
the emotion being contained largely in the top (or bottom) 
section of the face. Likewise, the observation that a person's 
identity is more readily recognized from the eye region than 
the mouth region (see Shepherd, Davies, & Ellis, 1981, for a 
review) does not detract from the well-established finding 
that configural features are important for facial identity 
recognition. We should also point out that in the preliminary 
experiment conducted in Experiment 1 (see Table 1), none 
of the top or bottom sections of the expressions were 
recognized at chance (chance error proportion = 0.83). This 
means that for all six expressions, both top and bottom 
sections of the face contained information that was associ- 
ated with the emotion. 

In the introduction, we outlined a configural model and a 
part-based model of facial expression recognition. Consis- 
tent with a confignral model, Experiments I, 2, and 3 
showed that a facial composite effect, similar to the one 
shown for facial identity by Young et al. (1987), can also be 
found for facial expression. Young et al. suggested that the 
composite effect for facial identity reflects a disruption of 
confignral information processing, because when the top and 
bottom halves of two identities' faces are aligned, they 
produce a new facial configuration that interferes with one's 
ability to recognize the identity in the top or bottom part of 
the face. We think that a similar explanation can be applied 
to the composite effect for facial expression. That is, the top 
and bottom halves of the two expressions align to produce a 
new facial expression configuration. Consequently, this 
interferes with identifying the emotion shown in either half 
of the composite expressions. Misaligning the two face 
halves, however (noncomposite condition), means that the 
face is no longer encoded as a confignral whole, and, hence, 
the feature information relating to the expression in the top 
and bottom halves can be accessed faster. The results of our 
experiments, then, suggest that the composite effects for 
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facial identity and facial expression are someWhat similar. 
This similarity is further emphasized by our observation that 
the composite effect for facial expression is disrupted by 
inverting the stimuli. 

Recall that Young et al. (1987) showed that the composite 
effect for facial identity is only found when the stimuli are 
presented upright; inverting the stimuli (i.e., 180 ° rotation) 
abolished the effect (see also Carey & Diamond, 1994). This 
finding is consistent with Carey and Diamond's (1977) 
suggestion that inversion impairs the perception of config- 
ural information. Hence, our observation that the composite 
effect for facial expression is also disrupted by stimulus 
inversion further supports a configural model of facial 
expression recognition. 

In Experiment 3, we addressed the criticism that the 
composite effect could be attributed to some inherent quality 
of composite faces that makes them more attention-grabbing 
than the noncomposites. However, Experiment 3 discounted 
this interpretation by showing that a composite effect is not 
found when the top and bottom sections contain the same 
facial expression posed by different models (same-expres- 
sion composites). This finding also suggested a further 
hypothesis. 

From examining the same-expression composites, our 
intuition was that the configural features used for facial 
expression recognition were different to those used for facial 
identity. We noted that although composites composed of the 
top and bottom sections of two people's faces no longer 
resemble either of the original faces, if both faces are posing 
the same expression (e.g., happiness), the composite face 
also looks happy. Similarly, inspection of the stimuli used in 
Experiment 1 showed that the opposite was true. That is, 
composites prepared from the top and bottom sections of 
different expressions posed by the same model were also 
highly identifiable as that particular model, although the 
composite facial expression resembled neither of the two 
starting expressions. This seemed to suggest that the compos- 
ite effects for facial identity and facial expression were 
tapping two different types of configural processing. The 
results of Experiment 4 were consistent with this intuition. 

Experiment 4 showed that either form of configural 
interference (identity or expression) can be produced from 
the same set of composite faces depending on whether 
participants are instructed to attend to the faces' identity or 
their expression. Thus, when asked to report the identity 
shown in the bottom half of a composite face, participants 
were significantly slower if the two halves contained differ- 
ent models' faces. Likewise, participants were slower to 
report facial expression if the two halves showed different 
expressions. More important, however, no significant cost 
was produced if the unattended attribute (e.g., expression in 
the identity task) was incongruent across the two face 
halves. Nor was there any additional cost when both 
attended and unattended attributes were incongruent relative 
to the condition in which the attended attribute alone was 
incongruent. These observations suggest that participants 
were encoding different types of configural information 
when processing facial identity and facial expression. 

Configural Information for Facial Identity 
and Facial Expression 

As we discussed in the introduction section, cues to facial 
expression and facial identity are generally thought to be 
processed by separate cognitive routes (Bruce & Young, 
1986; Hay & Young, 1982; Young & Bruce, 1991; Young et 
al., 1993). It seems entirely plausible, then, that these 
parallel processing routes should use different types of 
visual information from the same facial image. What is 
slightly more contentious, however, is the idea that these two 
routes should process different types of configural informa- 
tion. However, in line with this idea, it is worth remembering 
that Diamond and Carey (1986) identified two forms of 
configural features, which they referred to as first-order and 
second-order relational properties. 

The term first-order relational properties refers to the raw 
interfeature relationships that are common to all normal 
faces--two horizontally positioned eyes, above a central 
nose, above a central mouth, and so forth--which is 
effectively the spatial information that makes up a face. 
Second-order relational properties are substantially more 
subtle and are what are more generally referred to as simply 
configural features. As we discussed earlier, these features 
are the interrelationships between different feature positions 
and shapes that help distinguish one facial identity from all 
others (e.g., the distance between the eyes; position and 
shape of the nose in relation to the position and shape of the 
mouth, etc.). Furthermore, it is generally thought to be these 
second-order features that are disrupted by inversion and by 
the composite effect for facial identity. At first glance, then, 
it seems natural to assume that second-order features are 
also disrupted in the composite effect for facial affect shown 
here. But, as we have already discussed, this explanation is 
inconsistent with the observation that configural information 
for facial identity and facial expression can be selectively 
disrupted (Experiment 4). Instead, this finding points to the 
conclusion that the configural cues to these two facial 
attributes are different. Hence, one possibility is that the 
composite effect for facial expression may reflect a disrup- 
tion of a more coarse form of configural information, one 
more akin to first-order relational properties. 

As applied to facial identity by Diamond and Carey 
(1986), first-order relational properties are the interfeature 
relationships that are common to all faces (i.e., the average 
or prototype configuration associated with all faces one has 
encountered). For facial expressions, we suggest that there 
are the interfeature relationships that make a surprise 
expression surprised, or happiness expression happy, etc. In 
other words, we suggest that each emotional facial expres- 
sion is associated with its own average configuration. The 
average configuration could be regarded as a distinct repre- 
sentation that is abstracted from encountered exemplars of 
each type of facial expression (happiness, sadness, anger, 
fear, disgust, surprise, etc.). Alternatively, it could be 
envisaged as the centroid of a cluster of stored exemplar 
representations, with separate clusters for each emotion 
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category. In other words, it is not necessary for the average 
to exist as a distinct prototype structure in its own right. 

In relation to this discussion of average expression 
representations, it is worth remembering that Ekman and his 
colleagues have shown that each emotion category is 
associated with more than one facial structure. For example, 
in the case of surprise, the mouth could be anything between 
wide open and closed, or, in anger, the eyes can be narrowed 
or wide open. Nonetheless, the different variants of each 
expression contain enough common features for them to 
form a cluster around an average or prototype configuration. 

We should point out that we do not wish to imply that 
facial expressions are coded in terms of configural informa- 
tion alone, and we have no fundamental objection to the idea 
that the individual features of facial expressions are also 
important for recognition (Ellison & Massaro, 1997). Hence, 
a facial expression, such as surprise, might be encoded in 
terms of its individual features (i.e., raised eyebrows, wide 
open eyes, and a wide open mouth) and in terms of its facial 
configuration (i.e., a symmetrical arrangement of raised 
eyebrows, above wide open eyes, above a wide open 
mouth). Consequently, when the eye and eyebrow regions 
from a surprise expression are aligned with the bottom half 
of a face displaying a different expression (e.g., one in which 
the upper lip is raised to signal disgust), the overall 
representation no longer resembles the average configura- 
tion for surprise (or disgust). Hence, although participants 
are able to use the individual features in the top (or bottom) 
half of the face to identify the expression, this process is 
slowed by the confgural mismatch. In the noncomposite 
condition, however, there is no conflicting confignral infor- 
mation because the face halves are misaligned. Hence, the 
participants can use the information in one face half to 
identify the emotion without experiencing interference from 
an unusual facial configuration. 

Configural and Part-Based Models of Facial 
Expression Recognition: Weighing Up the Evidence 
So where does the above discussion leave us in relation to 

Ellison and Massaro's (1997) largely part-based account of 
facial expression recognition? As we discussed in the 
introduction, these authors asked participants to identify 
whole-face expressions in which two different features 
(eyebrows and mouth comers) were manipulated. Partici- 
pants were also presented with the individual features shown 
in the context of the upper and lower sections of the face. For 
each image, they were asked to make a binary decision 
response: Is the emotion expressed happiness or anger? By 
modeling the data using the fuzzy logical model of percep- 
tion, Ellison and Massaro showed that participants' categori- 
zation of whole-facial expressions could be reliably modeled 
by assuming that the critical features of the face (eyebrow 
and mouth sections) are evaluated separately. 

The composite paradigm is not dissimilar to Ellison and 
Massaro's (1997) task in that it also uses stimuli prepared by 
recombining the upper and lower sections of different facial 
features. Nonetheless, our data do not concur with their 

findings. It is relevant, then, that we consider why, but in 
doing so, it is important to recognize two points. 

First, the FLMP model does not exclude the possibility 
that configural features are used to encode facial expressions 
(Ellison & Massaro, 1997; Massaro, 1998). The only 
constraint the FLMP makes on the information used to 
encode facial affect is that each feature must be evaluated as 
an independent perceptual unit. Hence, if one assumes that 
configural information can be encoded as one or more 
independent units, then our data are not at odds with the 
FLMP. 

The second important point to take note of is that our own 
data do not exclude the possibility that part-based informa- 
tion is used for facial expression recognition. The data 
simply rule out the idea that configural information is not 
used for recognizing facial expressions. In actual fact, we 
think that our data actively support the suggestion that both 
configural and part-based information are used to decode 
facial affect; otherwise, the participants would have found it 
virtually impossible to identify the emotions in the upper or 
lower parts of the face, because with the exception of 
Experiment 3 (same-expression composites), the overall 
configuration did not match the emotion shown in either half 
of the face. 

With these factors in mind, what are the differences 
between the two studies that may account for the different 
results? First, perhaps the main difference between the two 
studies is that Ellison and Massaro (1997) used identifcation 
rates and affect ratings as their dependent measures, whereas 
the composite paradigm uses RTs as the principal measure of 
interest. In relation to this point, it may be relevant that in 
our own series of experiments, a significant composite effect 
was found for the RT measure in all of the experiments, but 
only Experiment 3 showed a reliable composite effect for the 
error data, although there was no evidence of a speed- 
accuracy trade-off in the other experiments. Hence, it is 
possible that RTs provide a more sensitive measure of the 
configural contribution. 

It is interesting that Ellison and Massaro (1997) reported 
that participants' RTs were longer for "ambiguous expres- 
sions" in their study; these included faces in which the top 
and bottom sections displayed different emotional signals 
(e.g., top = anger, bottom = happiness). Without a noncom- 
posite condition, however, it is difficult to determine whether 
the longer RTs reflect interference between the different 
emotional concepts expressed in the two face halves or 
whether (as we have found) there was some additional 
interference from the inappropriate configuration. 

The second point to take note of is that our experiments 
used a number of human models' faces from the Ekman and 
Friesen (1976) set with expressions associated with six basic 
emotions (happiness, sadness, anger, fear, disgust, and 
surprise). These images are based on an anatomical analysis 
of facial affect, and their repeated use in psychological 
studies verifies that the expressions are highly recognizable. 
A fact that is further substantiated by the preliminary 
experiment described in Experiment 1, this experiment also 
demonstrated that the upper and lower face sections used to 
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prepare the composites were reliably identified using a 
six-way, forced-choice task. Ellison and Massaro's (1997) 
study, on the other hand, used a single (computer-generated) 
synthetic face posing two facial expressions, anger and 
happiness. Hence, there were differences between the num- 
ber of expressions and number of different examples of the 
expressions used in the two experiments. 

To expand further on the last point, it may also be relevant 
that we used a three-way decision task, whereas Ellison and 
Massaro (1997) used a binary response task. One of the 
problems in using a binary decision task is that one cannot 
be sure that the participants spontaneously recognize the 
facial signals used as the intended emotions (e.g., happy and 
angry). For example, it is possible that participants might 
use a strategy of classifying the images as "happy" and "not 
happy." It is interesting that previous studies that have 
applied the composite effect to the recognition of facial 
identity have used a vocal response task with at least four 
response options (Carey & Diamond, 1994; Young et al., 
1987). Hence, it is possible that by making the task more 
demanding (by increasing the number of response options), 
one can increase the paradigm's sensitivity to configural 
interference. 

We also feel that it worth emphasizing once again that the 
composite paradigm is particularly suited to differentiating 
between part-based and configural accounts of facial expres- 
sion recognition, because the same part-based information is 
present in both composite and noncomposite conditions. 
This means that for the two conditions, any interference 
between the emotional concepts expressed in the two 
separate halves should be constant. Hence, any difference in 
the RTs between the composite and noncomposite condi- 
tions would appear to reflect the difference in coding a facial 
(composite) as opposed to a nonfacial (noncomposite) 
image. In this sense, the data speak for themselves: RTs are 
slower when the two halves are aligned to form a facial 
expression configuration (composite condition) than when 
they are misaligned and there is no facial expression 
configuration (noncomposite condition). Having demon- 
strated this finding in a number of experiments, we conclude 
that these data are consistent with a configural model of 
facial affect recognition in which both configural and 
part-based information is used to identify the emotion. The 
use of part-based information is further substantiated by the 
findings of Ellison and Massaro (1997), and by our own 
observations that recognition of expressions of partial faces 
does not fall to chance level. 

As we have already emphasized, this conclusion is not 
inconsistent with the FLME provided that one assumes the 
configural information can be evaluated as one or more 
independent perceptual units. To successfully demonstrate 
that this is the case, however, one would first have to identify 
the important configural features and then assess their 
contribution using the sort of extended factorial design that 
has become associated with FLMP research (Massaro, 
1998). Given that 20 years of research into configural coding 
of facial identity have failed to identify the precise nature of 

the configural information for facial identity, this seems a 
tall order for facial expression research. 

Finally, it worth noting that our results are also in line with 
a recent model facial expression production outlined by 
Smith and Scott (1997). These authors suggested that each 
emotional facial expression is made up of a number of 
individual features (or components) and that at least some of 
these features are in themselves meaningful. However, they 
also suggested that when the individual features are pro- 
duced in combination (i.e., in the form of a facial expression 
of anger, disgust, or sadness, etc.), the overall facial 
configuration may convey additional information that is not 
captured by the individual features themselves. In other 
words, these authors suggested that for facial expression 
production, the whole is more than the sum of the parts. 
Similarly, we think that our own results demonstrate that 
when faced with a facial expression image, the perceptual 
System not only analyzes cues present in individual features 
but also the configuration of interrelationships between 
these features. 
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551 

Experiment 1: Identification of the Top and Bottom 
Sections of Ekman and Friesen (1976) Faces 

Happiness(M= 99%). 7C-2-18; 14 EM-4-07; 34 JJ-4-07; 48 
MF-1-06; 57 MO-1-04; 66 NR-1-06; 74 PE-2-12; 85 PF-1-06; 93 
SW-3-09; 101 WF-2-12. 

Surprise (M = 91%). 11 C-l-10; 19 EM-2-11; 39 JJ-4-13; 54 
MF-1-09; 63 MO-1-14; 70 NR-I-14; 81 PE-6-02; 90 PF-I-16; 97 
SW-I-16; 107 WF-2-16. 

Fear (M = 90%). 9 C-1-23; 16 EM-5-21; 37 JJ-5-13; 50 
MF-1-26; 59 MO-1-23; 68 NR-I-19; 79 PE-3-21; 88 PF-2-30; 95 
SW-2-30; 104 WF-3-16. 

Sadness (M = 90%). 8 C-1-18; 15 EM-4-24; 36 JJ-5-05; 49 
MF-1-30; 58 MO-1-30; 67 NR-2-15; 75 PE-2-31; 86 PF-2-12; 94 
SW-2-16; 102 WF-3-28. 

Disgust (M = 93%). 12 C-1-04; 20 EM--4-17; 40 JJ-3-20; 55 
MF-2-13; 64 MO-2-18; 71 NR-3-29; 82 PE-4-05; 91 PF-1-24; 98 
SW-1-30; 108 WF-3-11. 

Afiger (M = 90%). 10 C-2-12; 18 EM-5-14; 38 JJ-3-12; 53 
MF-2-07; 61 MO-2-11; 69 NR-2-07; 80 PE-2-21; 89 PF-2-04; 96 
SW-4-09; 105 WF-3-01. 

Experiments 1, 2, and 3 
Happiness (M = 98%). 7 C-2-18; NR-1-06; 85 PF-1-06; 93 

SW-3-09. 

Surprise(M= 92%). 11C-l-10;70NR-I-14;90PF-I-16;97 
SW-I-16. 

Fear (M = 88%). 9 C-1-23; 68 NR-I-19; 88 PF-2-30; 95 
SW-2-30. 

Sadness (M = 94%). 8 C-1-18; 67 NR-2-15; 86 PF-2-12; 94 
SW-2-16. 

Disgust (M = 95%). 12 C-1-04; 71 NR-3-29; 91 PF-1-24; 98 
SW-1-30. 

Anger (M = 88%). 10 C-2-12; 69 NR-2-07; 89 PF-2-04; 96 
SW-4-09. 

Experiment 4 

Happiness (M = 97%). 7 C-2-18; NR-1-06, 93 SW-3-09. 
Surprise (M = 92%). 11 C-1-10; 70 NR-I-14; 97 SW-I-16. 
Disgust(M=94%). 12 C-1-04; 71 NR-3-29; 98 SW-1-30. 
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Most humans have a remarkable ability to recognize faces, 
although there are surprisingly large individual differences in 
this ability (Bowles et al., 2009; Wilmer et al., 2010). In the 
study reported here, we investigated whether these individual 
differences might be partially attributable to the quality of face-
space coding (Fig. 1), as measured using figural face afteref-
fects (Fig. 2a). It has been argued that face-space facilitates 
individuation of faces (Valentine, 1991), and the widespread 
investigation of face aftereffects is based on the common 
assumption that they reflect face-space coding (Leopold, 
O’Toole, Vetter, & Blanz, 2001; Nishimura, Doyle, Humphreys, 
& Behrmann, 2010; Rhodes & Jeffery, 2006; Robbins,  
McKone, & Edwards, 2007; Webster & MacLin, 1999). If 
these assumptions are correct, there should be a relationship 
between face aftereffects and face recognition ability, because 
of their common origin in face-space coding.

However, the degree to which face aftereffects originate in 
face-level coding has been a long-standing issue in the literature 
(Rhodes & Leopold, 2011; Webster & MacLin, 1999). Several 
studies have shown that face aftereffects can partly originate  
in low- and mid-level stages of the visual stream (Afraz & 
Cavanagh, 2008; Dickinson, Almeida, Bell, & Badcock, 2010; 
Susilo, McKone, & Edwards, 2010a). Moreover, two studies 

failed to show that face aftereffects are related to face recogni-
tion ability: These studies found normal face aftereffects in 
individuals who could not recognize faces because of their 
developmental prosopagnosia (DP; N = 6 in Nishimura et al., 
2010; N = 1 in Susilo et al., 2011).1 If face aftereffects arise 
even partly from face-space processes, and face-space is 
important for face recognition, then how could such individu-
als exhibit normal face aftereffects? We see two possibilities, 
both of which informed the design of our present study.

First, although face-space is likely coded in posterior  
face areas (Freiwald, Tsao, & Livingstone, 2009; Loffler, 
Yourganov, Wilkinson, & Wilson, 2005), the problem in some 
individuals with DP appears to be not in these areas but instead 
in weak connections from these areas to anterior face areas 
(Thomas et al., 2009). This means that failure to find abnormal 
aftereffects in individuals with DP does not rule out an asso-
ciation between face-space coding and face recognition within 
the normal population, in whom the forward connections are 
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intact. Thus, in the present study, we tested only individuals in 
the normal range of face recognition ability.

Second, certain types of face aftereffects might be more 
effective at capturing face-space processes than others. A 
group analysis of 14 individuals with DP (Palermo, Rivolta, 
Wilson, & Jeffery, 2011) revealed a normal-sized aftereffect 
for a figural manipulation in which an expanded-face adaptor 
causes a different undistorted face to appear contracted, but an 
impaired aftereffect for an identity manipulation, in which 
adaptation to one person’s face (e.g., “Dan”) causes the 

average face to be perceived as resembling an individual 
opposite to the adaptor face on all face attributes (i.e., “anti-
Dan”). Palermo et al. accounted for this difference by propos-
ing that the identity aftereffect taps face-specific processes to 
a greater extent than does the more shape-generic expansion-
contraction aftereffect. Thus, in the present study, we tested 
participants using a particular type of figural aftereffect 
(manipulation of eye height; Fig. 2a) that has previously been 
shown to have a substantial face-specific component (Susilo  
et al., 2010a).

Our basic question was whether, within the normal range, 
face recognition ability as measured using the Cambridge 
Face Memory Test (CFMT; Duchaine & Nakayama, 2006) 
correlates with the magnitude of the eye-height aftereffect. 
Researchers (Nishimura et al., 2010; Palermo et al., 2011;  
Pellicano, Jeffery, Burr, & Rhodes, 2007) have implicitly 
assumed that the direction of the correlation should be  
positive—that is, that poorer face-space coding (in clinical 
conditions) should be associated with a smaller aftereffect. 
However, there has been no explicit rationale given for assum-
ing this direction. We chose to study the eye-height aftereffect 
because recent evidence regarding its neural coding provides 
an empirical rationale for a positive correlation (Susilo, McK-
one, & Edwards, 2010b).

The relevant neural coding properties (Fig. 3) are broadband-
opponent (two-pool) coding and linear response functions. In 
opponent coding (a neural implementation of norm-based cod-
ing), one pool of cells responds maximally to one end of the 
attribute dimension (e.g., low eyes), whereas the other responds 
maximally to the opposite end (e.g., high eyes). (Note that the 
low-eye and high-eye pools should be thought of not as pools of 
eye-height detectors, but rather as slices through each neuron’s 
multidimensional response profile; individual face cells respond 

a

c Size Matching

b

+50 pixels +24 pixels–24 pixels 0 pixels

Adaptor Example Test Values

Adaptor
(+50 pixels)

Normal
(0 pixels)

Fig. 2. The eye-height and T-shape aftereffects. In the eye-height aftereffect (a), adaptation to a 
distorted face in which the eyes are higher than in the original face (the +50-pixel deviation we 
used in our adaptors is shown here) makes the eyes in test faces (including the undistorted face 
with 0-pixel deviation) appear to be lower than they appeared before adaptation. In the T-shape 
aftereffect (b), adaptation to a T-shape with the horizontal bar shifted upward (the +50-pixel 
deviation we used in our adaptors is shown here) makes the bar in test T-shapes appear to be lower 
than it appeared before adaptation (Susilo, McKone, & Edwards, 2010a). In our study, the T-shapes 
used as stimuli for measuring the T-shape aftereffect were matched in size to the T-shaped region 
of the faces used to measure the eye-height aftereffect (c).

Typical Faces Near
the Center

Distinctive Faces
Toward the PeripheryActual Dimensions

Unknown
?

?

Center Represents a
Hypothetical Face
That Is Average on
All Dimensions

Fig. 1. Face-space coding. Each individual face is coded as a point in a 
multidimensional perceptual space that has dimensions corresponding to 
attributes that vary across faces and that has the average face at the center 
(Valentine, 1991). Face aftereffects are commonly interpreted as arising 
from a shift in the location of this average.
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to several face attributes; Freiwald et al., 2009.) Linear oppo-
nent coding is supported by neurophysiological evidence, which 
has revealed face-selective cells in monkeys with linear ramp-
shaped response functions for many face attributes (Freiwald  
et al., 2009). Psychophysical evidence also supports this type of 
coding specifically for eye height (Robbins et al., 2007; Susilo 
et al., 2010b); moreover, the response functions remain linear 
across the full range of eye heights up to eyes approaching the 
hairline (Susilo et al., 2010b).

Together, these properties predict a positive correlation 
between the size of the aftereffect and ability to recognize 
faces, because both the aftereffect and discrimination ability 
derive from the slope of the individual’s response functions. 
Steeper response functions should yield better face recogni-
tion because steeper slopes produce better discrimination of a 

unit change in eye height (Figs. 3a and 3b); steeper response 
functions also should yield larger eye-height aftereffects because 
the eye height perceived as normal will shift more after adapta-
tion (Figs. 3c and 3d). Further, the linearity across the full range 
of eye heights (Susilo et al., 2010b) means that one can test for 
the predicted correlation using only one eye-height distortion in 
the adaptors. We used adaptors with very high eyes (Fig. 2a) 
because in broadband-opponent coding, adaptors furthest from 
the norm elicit the largest aftereffects (Fig. 3), and thus maxi-
mize the potential to observe individual differences in after-
effect magnitude.

We included two nonface control tasks in our study. The 
first was memory for cars (Cambridge Car Memory Test, or 
CCMT; Dennett et al., 2012). The second was a task measur-
ing a T-shape aftereffect (Fig. 2b; Susilo et al., 2010a). The 
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Fig. 3. Basis of the prediction that better face recognition should be positively correlated with larger eye-height aftereffects. Eye height is 
coded by the comparative activation of two pools of neurons (each with linear response): one that responds maximally to low eyes and one 
that responds maximally to high eyes. The eye height that elicits equal responses in the two pools would be perceived as normal or average. 
As illustrated in (a) and (b), steeper response functions of these pools mean that a unit change in eye height (∆x) would elicit a greater 
change in the population response (∆y). Thus, steeper response functions should yield better discrimination of eye height. As illustrated 
in (c) and (d), postadaptation responses (dashed lines) are lowered relative to preadaptation responses (solid lines) in proportion to the 
preadaptation response (Maddess, McCourt, Blakeslee, & Cunningham, 1988; Movshon & Lennie, 1979); this means that adapting to any 
eye height except for the norm would cause differential adaptation in the two pools, and hence cause the face perceived as normal before 
adaptation (Normpre) to shift toward the adaptor after adaptation (Normpost). Steep functions would cause a larger shift than shallow 
functions because the initial difference in response between the two pools would be larger for steeper functions. Thus, steeper response 
functions predict both better discrimination of eye height and a larger eye-height aftereffect, and there should therefore be a positive 
correlation between face discriminability and the magnitude of the aftereffect.
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T-shape task was designed to capture the shape-generic com-
ponent of the eye-height manipulation by using a letter T 
matched to the T-shaped region of the face formed by the eyes, 
nose, and mouth. These control tasks allowed us to assess the 
extent to which any correlation between face aftereffects and 
face recognition arose specifically from face-level coding.

Method
Participants
Participants received course credit or were paid $30. To ensure 
that we were not testing individuals with prosopagnosia, we 
excluded 7 participants with CFMT scores in the lowest 5% of 
the population (using norms from 248 young adult Austra-
lians; McKone et al., 2011). We excluded an additional 5 par-
ticipants whose data from the adaptation tasks had poor 
psychometric fits (see the section on curve fitting), as well as 
2 participants who were extreme univariate outliers (z > 3.32) 
on the adaptation tasks. The final sample consisted of 78 par-
ticipants (48 female, 30 male; ages 18–45 years, M = 20.69, 
SD = 5.34). All either were Caucasian (n = 75) or had very 

high Caucasian exposure (i.e., had one Caucasian parent and 
were raised in Australia; n = 3).

Tasks
For the CFMT, the method was as described in Duchaine and 
Nakayama (2006). Briefly, participants learned six Caucasian 
male faces—each in three views, to encourage face rather  
than image learning. Participants later discriminated these tar-
gets from similar-looking distractor faces (untimed three-
alternative, forced-choice task, with simultaneous presentation 
of the faces; Fig. 4a). The CFMT has good psychometric prop-
erties and produces large individual differences (Bowles et al., 
2009; Wilmer et al., 2010).

For the face eye-height adaptation task, the method was as 
in Susilo et al. (2010a, 2010b). In the preadaptation phase (348 
trials), participants viewed faces that varied in eye height (29 
levels ranging from –24 pixels to +24 pixels; negative num-
bers indicate eyes shifted down from the unaltered "zero" face, 
and positive numbers indicate eyes shifted up from the unal-
tered face; Fig. 2a). Participants indicated whether the eyes 

Cambridge Face Memory Test
(CFMT)

Cambridge Car Memory Test
(CCMT)

Learn Stage (Study)

Learn Stage (Test)
Which Face/Car Is the
Target? (3AFC, With 2
Distractors) 
Target Image Identical to
Study Image

Novel Images Stage 

Which Face/Car Is a Target?
(3AFC, With 2 Distractors)
Target Image Different From
Study Image  

Novel Images With Noise
Stage 
Which Face/Car Is a Target?
(3AFC, With 2 Distractors)
Target Image Different From
Study Image + Noise Added 

Learn Target Face/Car in 3
Views (Presented Sequentially)
2 s per view, 500-ms ISI

a b

Fig. 4. Illustration of (a) the Cambridge Face Memory Test (CFMT; Duchaine & Nakayama, 2006) and (b) the Cambridge Car Memory Test 
(CCMT; Dennett et al., 2012). These tests are very similar, differing only in the stimulus category. For the CFMT, the figure illustrates three 
stages: Learn (including study and test trials), Novel Images, and Novel Images With Noise. For the CCMT, the figure illustrates only the 
Learn stage (study trial) and Novel Images stage. In the Learn stage, participants learn target faces or cars and are tested on recognition of 
images identical to the learned targets; in the Novel Images and Novel Images With Noise stages, participants are tested on recognition of 
targets in novel views, novel lighting, or both. 3AFC = three-alternative forced choice; ISI = interstimulus interval.
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were “high” or “low” relative to their idea of a normal face. 
The postadaptation phase was the same except that each test 
face was preceded by a 4,000-ms adaptor face with an eye 
height of +50 pixels (Fig. 2a). Adaptor faces were smaller than 
test faces, to minimize contributions to the aftereffect from 
retinotopic low-level vision.

For the CCMT, the method was as described in Dennett  
et al. (2012). The CCMT has the same structure, format, and 
scoring as the CFMT, but the stimuli are cars instead of faces 
(Fig. 4b).

For the T-shape adaptation task, the method was as in Susilo 
et al. (2010a). This task matched the eye-height adaptation 
task in method, except that the adaptors and test stimuli were 
T-shapes, matched in size to the T-shaped eyes-nose-mouth 
region of the faces in the face-height task (Fig. 2c).

Curve fitting and calculation of aftereffects 
(eye-height and T-shape tasks)
Psychometric functions were fitted to the data from the adap-
tation tasks (details in Susilo et al., 2010b) to determine the 
point of subjective equality (PSE; see Fig. 5 for an example), 
that is, the eye height or T-shape that each observer perceived 
as being most normal, before and after adaptation. Observers 
with poor fits (R2 < .8 averaged across the pre- and postadapta-
tion phases, resulting in an unreliable shift score) were 

excluded. For the 78 participants in the final sample, the mean 
R2 across all face fits was .92 (SD = .04), and the mean R2 
across all T-shape fits was .91 (SD = .05).

Aftereffect magnitude was calculated as the difference (in 
pixels) between each participant’s postadaptation PSE and his 
or her preadaptation PSE (postadaptation minus preadapta-
tion), expressed as a percentage of the distance of the adaptor 
from the participant’s preadaptation norm (Fig. 5). This mea-
sure was used because there were individual differences in the 
preadaptation norm: Although the mean preadaptation PSEs 
were close to zero, there was noticeable spread around the 
means (see the standard deviations in Table 1).

Results
Table 1 shows that, as required for individual differences stud-
ies (Wilmer, 2008), all tasks had high reliability, means well 
away from ceiling and floor, and large standard deviations 
(i.e., wide spread of scores). All tasks also had scores that were 
normally distributed (Kolmogorov-Smirnov tests, all ps > 
.05). There were no multivariate outliers. For all correlations 
reported in this section, N was equal to 78.

The first key finding was that face aftereffects correlated 
with face recognition abilities, in the predicted direction: 
There was a significant positive correlation between the mag-
nitude of the eye-height aftereffect and face memory (Fig. 6).
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Fig. 5. Example of curve fitting and calculation of the eye-height aftereffect for a participant. The 
graph shows the proportion of faces that the participant rated as having “high” eyes as a function of eye 
height (deviation from the undistorted face; positive = up, negative = down). From the psychometric 
curves fitted to each participant’s data, the locations of the preadaptation norm (solid black arrow) 
and the postadaptation norm (dashed arrow) were determined. Adaptation was calculated as the shift 
in the norm divided by the distance between the preadaptation norm and the adaptor face, multiplied 
by 100. As illustrated by this example, the distance of the adaptor from the preadaptation norm was 
not exactly 50 pixels for every participant, because of individual variation in the preadaptation norm.
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The second key finding was that this correlation was spe-
cific to faces. If it arose from shape-generic processes—for 
example, if individuals with larger face aftereffects simply had 
better memory, and larger aftereffects, for all shapes—scores 
for all tasks should have correlated positively with each other. 
This was not the case.

First, despite the strong physical similarity of the T-shape 
manipulation to the eye-height manipulation, the two afteref-
fects were uncorrelated, r = –.02, p = .90, 95% confidence 
interval (CI): [–.24, .21]. Thus, it was not the case that some 
participants were generically “more adaptable” than others. 
Second, the face aftereffect was uncorrelated with car memory 
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Fig. 6. Scatter plot (with best-fitting regression line) illustrating the Pearson correlation 
(r) between face recognition ability, as measured using the Cambridge Face Memory Test 
(Duchaine & Nakayama, 2006), and the magnitude of the face eye-height aftereffect. 95% CI = 
95% confidence interval on the correlation value.

Table 1. Descriptive Statistics for All Variables (N = 78)

Variable Reliability Mean SD Minimum Maximum

Eye-height task: preadaptation PSE .93 −0.18 3.73 −10.66 15.07
Eye-height task: postadaptation PSE .96 3.98 5.19 −7.75 19.07
T-shape task: preadaptation PSE .91 −6.66 4.15 −18.86 1.80
T-shape task: postadaptation PSE .96 −1.64 5.46 −20.86 11.30
Eye-height aftereffect .86 8.31 7.60 −6.30 33.40
T-shape aftereffect .89 8.76 8.13 −11.10 30.60
CFMT .85 79.02 10.95 58.33 100.00
CCMT .83 74.25 11.36 47.22 98.61

Note: Points of subjective equality (PSEs) are expressed as the deviation (in number of pixels) from the 
zero (undistorted) face or T-shape. Eye-height and T-shape aftereffects are expressed as the shift in PSE as 
a percentage of the distance to the adaptor from the preadaptation norm. Results for the Cambridge Face 
Memory Test (CFMT; Duchaine & Nakayama, 2006) and Cambridge Car Memory Test (CCMT; Dennett et 
al., 2012) are reported as the percentage correct, out of 72 trials. For these two tests, the reported reli-
abilities are Cronbach’s alphas; all other reliabilities are Spearman-Brown corrected split-half correlations. 
CFMT scores in this table should not be used as test norms because individuals in the lowest-scoring 5% of 
the population have been excluded.
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(CCMT), r = .04, p = .76, 95% CI: [–.19, .26]. This shows that 
the face aftereffect did not predict within-class object recogni-
tion memory generally, but predicted only face memory. Third, 
although there was a significant correlation between the 
T-shape aftereffect and face memory (CFMT), r = –.25, p = 
.03, 95% CI: [–.45, –.03], this correlation was negative, which 
means it cannot provide a shape-generic explanation for the 
positive association between magnitude of the face aftereffect 
and face memory. Finally, multiple regression revealed that 
the face aftereffect was a predictor of unique variance in face 
memory (CFMT). When the two nonface variables were added 
as predictors in the model, the negative relationship between 
magnitude of the T-shape aftereffect and CFMT was reduced 
to nonsignificance, β = –0.16, t(74) = 1.58, p = .12, and a sig-
nificant relationship between car memory and face memory 
was revealed, β = 0.39, t(74) = 3.81, p < .001. Crucially, how-
ever, addition of these variables had no effect on the relation-
ship between magnitude of the face aftereffect and CFMT, β = 
0.21, t(74) = 2.13, p = .04 (cf. r = .23 for the simple bivariate 
correlation). These multiple regression results show that there 
was some overlap in CFMT variance explained by the two 
nonface tasks (T-shape aftereffect and CCMT), and that the 
variance in CFMT performance explained by the face afteref-
fect did not overlap with that explained by either of the non-
face tasks.

Discussion
These results provide the first empirical evidence that indi-
vidual differences in the quality of face-space coding exist, 
and that these contribute to individual differences in face rec-
ognition ability. The results support continued use of face 
aftereffects as a tool to investigate face-space. They further 
indicate that a figural (not just identity) face aftereffect can tap 
face-space (cf. Palermo et al., 2011). Finally, these results sup-
port a key prediction of a broadband-opponent (two-pool) 
face-space, namely, that steeper neural response functions 
should be associated with better face recognition ability.

Note that our results do not imply that all face aftereffects 
can necessarily be used as a tool to investigate face-space. 
Rather, several factors will affect the correlation between face 
aftereffects and face recognition. First, only face aftereffects 
that have a significant face-level component are suitable for 
investigating face-space. For eye height, the aftereffect has 
been argued to derive approximately 50% from face-level pro-
cesses and 50% from shape-generic processes (Susilo et al., 
2010a). Other types of figural aftereffects, however, might 
have a smaller face-level component, and would therefore be 
expected to have weaker relationships with face recognition 
ability. This may explain results showing normal expansion-
contraction aftereffects in individuals with DP (Palermo et al., 
2011).

Second, it may be that the correlation with face recognition 
depends on a direct link between aftereffect size and the slope 
of neural response functions in face-space. Linear functions 
allow use of a single adaptor value to measure response slope 

(Fig. 3), and there is evidence supporting linearity of eye-
height coding (Susilo et al., 2010b). However, little is known 
about the shape of neural response functions underlying neural 
coding of other face attributes, and some findings suggest non-
linearity (Dakin & Omigie, 2009; Tanaka & Corneille, 2007; 
Wilson, Loffler, & Wilkinson, 2002; for discussion, see Susilo 
et al., 2010b). In the case of nonlinear functions, the aftereffect 
for a single adaptor value would not necessarily be related to 
discriminability—which would vary across the continuum—
and thus the aftereffect would not necessarily correlate with 
face recognition.

Third, correlations between face aftereffects and face rec-
ognition might be masked if individual differences in preadap-
tation baseline are ignored. Theoretically, the link between 
aftereffect size and the slope of an individual’s neural response 
functions requires that the deviation of the adaptor be mea-
sured from that individual’s preadaptation norm, which was 
not zero pixels for all participants in our study. Ignoring indi-
vidual differences in the distance of the adaptor from the norm 
would therefore potentially reduce statistical power by adding 
noise to any correlation.2 Note that the traditional approach of 
calculating aftereffects as raw shift scores (postadaptation 
PSE minus preadaptation PSE) remains valid for group studies 
that average across participants (i.e., average adaptor distance 
= 50 pixels in our study).

Finally, the correlation between face aftereffects and recog-
nition ability could plausibly have a non-face-space contribu-
tion. In our study, face aftereffects were dissociated from 
general visual memory and from nonface aftereffects, which 
ruled out the possibility that general attentional factors played 
a role in the correlation between face aftereffects and face rec-
ognition. However, there could perhaps be individual differ-
ences in face-specific attentional strategies. For example, if 
some individuals pay greater attention to the mouth than to the 
eyes, relative to other individuals, this might result in their 
exhibiting smaller eye-height aftereffects and—if the eyes are 
more diagnostic than the mouth—poorer face recognition.3 
(Note, however, that no current evidence suggests that region-
specific attention influences magnitude of the aftereffect.)

What additional factors might contribute to individual dif-
ferences in face recognition? Although our results indicate that 
face-space tuning for eye height is important for face recogni-
tion ability, the observed correlation (r = .23) was well below 
the upper bound (r = .86, calculated as the square root of the 
product of the internal reliabilities of the two tasks). Thus, 
considerable variance must be accounted for by other factors, 
such as the following.

Within face-space, quality of coding for face attributes 
other than eye height (e.g., mouth width, cheek shape) would 
also be expected to contribute to face recognition ability. Our 
finding that aftereffects for eye height alone correlate signifi-
cantly with face recognition suggests that the steepness of neu-
ral functions for eye height might generalize to other face 
attributes; that is, an individual with more sensitive coding for 
one face-space attribute might also have more sensitive coding 
for others.
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Beyond face-space, individual differences in holistic pro-
cessing (Wang, Li, Fang, Tian, & Liu, 2012) and general visual 
memory (Dennett et al., 2012; Wilmer et al., 2010) may also 
contribute to face recognition ability. We found that the CCMT 
and face aftereffects explained nonoverlapping variance in the 
CFMT, which suggests that general visual memory contributes 
to face recognition independently of face-space coding. 
Indeed, holistic processing, general visual memory, and face-
space coding might all contribute independently to face recog-
nition ability.
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Notes
1. Children with autism spectrum disorder (ASD), who also  
sometimes show poor face memory, do show reduced face afteref-
fects (Pellicano, Jeffery, Burr, & Rhodes, 2007). However, it is 
difficult to rule out the possibility that these children apply reduced 
attention to the adapting faces as a result of the lack of social  
interest that characterizes ASD, and attention affects the size of  
face aftereffects (Moradi, Koch, & Shimojo, 2005; Rhodes et al., 
2011).
2. In the present study, incorrectly assuming that adaptor distance 
was +50 pixels for all participants made little difference to the abso-
lute r value, but resulted in the correlation becoming only marginally 
significant, r = .22, p = .05, 95% CI: [0, .42].
3. We thank Mike Webster for this idea.
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a  b  s  t  r  a  c  t  

Facial  and  vocal  cues  provide  critical  social  information  about  other  humans,  including  their  emotional  and  attentional  states  and  the  content  of  their  speech.  Recent  
work  has  shown  that  the  face-responsive  region  of  posterior  superior  temporal  sulcus  (  “fSTS  ”)  also  responds  strongly  to  vocal  sounds.  Here,  we  investigate  the  
functional  role  of  this  region  and  the  broader  STS  by  measuring  responses  to  a  range  of  face  movements,  vocal  sounds,  and  hand  movements  using  fMRI.  We  find  
that  the  fSTS  responds  broadly  to  different  types  of  audio  and  visual  face  action,  including  both  richly  social  communicative  actions,  as  well  as  minimally  social  
noncommunicative  actions,  ruling  out  hypotheses  of  specialization  for  processing  speech  signals,  or  communicative  signals  more  generally.  Strikingly,  however,  
responses  to  hand  movements  were  very  low,  whether  communicative  or  not,  indicating  a  specific  role  in  the  analysis  of  face  actions  (facial  and  vocal),  not  a  general  
role  in  the  perception  of  any  human  action.  Furthermore,  spatial  patterns  of  response  in  this  region  were  able  to  decode  communicative  from  noncommunicative  face  
actions,  both  within  and  across  modality  (facial/vocal  cues),  indicating  sensitivity  to  an  abstract  social  dimension.  These  functional  properties  of  the  fSTS  contrast  
with  a  region  of  middle  STS  that  has  a  selective,  largely  unimodal  auditory  response  to  speech  sounds  over  both  communicative  and  noncommunicative  vocal  
nonspeech  sounds,  and  nonvocal  sounds.  Region  of  interest  analyses  were  corroborated  by  a  data-driven  independent  component  analysis,  identifying  face-voice  and  
auditory  speech  responses  as  dominant  sources  of  voxelwise  variance  across  the  STS.  These  results  suggest  that  the  STS  contains  separate  processing  streams  for  the  
audiovisual  analysis  of  face  actions  and  auditory  speech  processing.  

1.  Introduction  

We  learn  a  great  deal  about  the  character,  thoughts,  and  emotions  

of  another  person  by  watching  their  face  and  listening  to  their  voice.  
In  addition  to  explicit  verbal  information,  face  movements  and  vo-  

cal  sounds  convey  rich  nonverbal  clues  to  others’  internal  states  that  

are  essential  for  normal  social  interaction.  What  brain  mechanisms  

underlie  the  extraction  and  representation  of  these  communicative  

signals?  

A  candidate  locus  of  these  processes  is  the  superior  temporal  sul-  

cus  (STS),  which  is  considered  a  convergence  zone  for  diverse  sources  

of  social  information.  Many  prior  studies  using  fMRI  and  electrocor-  

ticography  have  found  responses  to  human  vocal  sounds  within  the  

middle  STS  and  superior  temporal  gyrus  (  Belin  et  al.,  2002  ,  2000  ;  
Binder  et  al.,  2000  ;  Liebenthal  et  al.,  2005  ;  Mesgarani  et  al.,  2014  ;  
Norman-Haignere  et  al.,  2015  ;  Overath  et  al.,  2015  ;  Scott  et  al.,  
2000  ;  Shultz  et  al.,  2012  ;  Vouloumanos  et  al.,  2001  ;  Wright  et  al.,  
2003  ).  These  responses  have  been  interpreted  either  to  reflect  special-  

ization  either  for  speech  processing  (  Norman-Haignere  et  al.,  2015  ;  
Overath  et  al.,  2015  ;  Scott  et  al.,  2000  ;  Vouloumanos  et  al.,  2001  ),  or  

processing  of  vocal  sounds  more  generally  (  Belin  et  al.,  2002  ,  2000  ;  
Deen  et  al.,  2015  ;  Fecteau  et  al.,  2004  ;  Shultz  et  al.,  2012  ).  Within  

the  posterior  STS  (pSTS),  neuroimaging  studies  have  reliably  observed  

visual  responses  to  perceived  face  movements  (  Allison  et  al.,  2000  ;  
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Bernstein  et  al.,  2018  ;  Pelphrey  et  al.,  2005  ;  Pitcher  et  al.,  2011  ;  
Puce  et  al.,  1998  ;  Schultz  et  al.,  2013  ),  and  spatial  patterns  of  re-  

sponse  that  discriminate  types  of  face  movement  (  Deen  and  Saxe,  2019  ;  
Said  et  al.,  2010  ;  Srinivasan  et  al.,  2016  ).  These  observations  have  led  to  

the  hypothesis  that  the  STS  contains  a  dorsal  stream  for  face  processing,  
specialized  for  extracting  dynamic  information  from  face  motion,  and  

distinct  from  a  static  form  pathway  on  the  ventral  surface  (  Bernstein  and  

Yovel,  2015  ;  Freiwald  et  al.,  2016  ).  
While  the  face-motion-responsive  subregion  of  pSTS  (here  termed  

fSTS)  has  typically  been  described  as  a  category-specific  visual  re-  

gion  (  Bernstein  and  Yovel,  2015  ;  Freiwald  et  al.,  2016  ;  Haxby  et  al.,  
2000  ;  O’Toole  et  al.,  2002  ;  Pitcher  et  al.,  2011  ;  Schultz  et  al.,  2013  ),  
the  broader  posterior  STS  is  considered  a  zone  of  multimodal  as-  

sociation  cortex,  with  responses  to  both  visual  and  auditory  stimuli  

(  Beauchamp  et  al.,  2004  ,  2008  ;  Hein  et  al.,  2007  ;  Noesselt  et  al.,  2007  ;  
Van  Atteveldt  et  al.,  2004  ),  and  recent  studies  have  found  common  re-  

sponses  to  face  movements  and  vocal  sounds  within  the  pSTS  in  indi-  

vidual  human  brains  (  Deen  et  al.,  2015  ;  Watson  et  al.,  2014a  ;  Zhu  and  

Beauchamp,  2017  ).  Our  recent  work  found  that  fSTS,  functionally  de-  

fined  as  the  maximally  face-motion-sensitive  subregion  of  pSTS,  has  an  

equally  strong  response  to  auditory  vocal  sounds  as  to  face  movements  

(  Deen  et  al.,  2015  ).  These  results  suggest  that  fSTS  should  be  considered  

fundamentally  multimodal,  and  raise  questions  about  the  functional  role  

of  this  face-  and  voice-specific  response.  
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Fig.  1.  (A)  fMRI  condition  structure.  Thirteen  dynamic  visual  and  auditory  conditions  were  used,  including  face  movements  and  vocal  sounds  categorized  as  speech,  
nonspeech  communicative,  and  noncommunicative,  as  well  as  hand  and  object  movement  and  music  as  controls.  (B)  Response  profiles  predicted  by  four  hypotheses  
about  the  selectivity  of  face-motion-sensitive  posterior  superior  temporal  sulcus  (fSTS).  

Here,  we  consider  four  hypotheses  regarding  the  functional  role  

of  the  fSTS  (  Fig.  1  ).  1)  The  fSTS  is  specialized  for  processing  audiovi-  

sual  speech.  Speech  is  arguably  the  most  ecologically  relevant  vocal  

sound  we  experience,  and  is  well  known  to  be  processed  audiovisually  

(  McGurk  and  MacDonald,  1976  ;  Reisberg  et  al.,  1987  ;  Sumby  and  Pol-  

lack,  1954  ).  A  face-  and  voice-responsive  area  would  be  well  placed  to  

support  audiovisual  speech  processing,  and  prior  studies  have  found  that  

disrupting  pSTS  activity  using  transcranial  magnetic  or  direct  current  

stimulation  impairs  audiovisual  speech  perception  (  Beauchamp  et  al.,  
2010  ;  Marques  et  al.,  2014  ;  Riedel  et  al.,  2015  ).  2)  The  fSTS  is  specialized  

for  processing  communicative  signals  produced  by  faces.  Beyond  speech,  dy-  

namic  facial  and  vocal  signals  are  used  more  broadly  to  communicate  

social  cues  via  expressions  and  nonspeech  vocalizations.  The  STS  has  

been  argued  to  play  a  role  in  social  perception,  the  inference  of  abstract  

social  information  from  perceptual  cues  (  Allison  et  al.,  2000  ;  Brass  et  al.,  
2007  ;  Pelphrey  et  al.,  2004  ;  Saxe  et  al.,  2004  ),  and  in  processing  com-  

municative  actions  in  particular  (  Redcay,  2008  ;  Redcay  et  al.,  2016  ;  
Shultz  et  al.,  2012  ).  3)  The  fSTS  is  involved  in  the  perceptual  processing  

of  any  dynamic  audio  or  visual  signal  produced  by  a  human  face.  On  this  

hypothesis,  the  fSTS  is  specialized  for  processing  dynamic  facial  and  vo-  

cal  cues,  but  has  a  broad  involvement  in  processing  different  actions  

within  this  category,  including  minimally  socially  relevant  actions  like  

a  cough  or  neck  stretch.  4)  The  fSTS  is  involved  in  the  perceptual  process-  

ing  of  any  dynamic  audio  or  visual  signal  produced  by  a  human  body.  On  

this  hypothesis,  the  fSTS  not  only  processes  perceptual  signals  produced  

by  others’  faces,  but  by  any  body  movement,  including  hand  and  full  

body  movements.  Prior  research  has  found  areas  within  pSTS  respon-  

sive  to  both  face  movements  and  hand/body  movements  (  Deen  et  al.,  
2015  ;  Pelphrey  et  al.,  2005  ;  Thompson  et  al.,  2007  ),  but  our  recent  work  

found  that  the  strongest  pSTS  response  to  naturalistic  face  movement  

lies  slightly  anterior  to  body  movement  responses  (  Deen  et  al.,  2015  ).  
The  present  study  aimed  to  distinguish  these  hypotheses,  and  to  test  how  

the  functional  specialization  of  face-sensitive  posterior  STS  compares  to  

that  of  voice/speech-responsive  middle  STS.  
To  this  end,  we  used  fMRI  to  measure  STS  responses  to  a  range  of  

naturalistic  face  and  hand  movements,  and  vocal  sounds  (  Fig.  1  ).  These  

included  speech  signals,  as  well  as  richly  communicative,  socially  rel-  

evant  nonspeech  signals  (e.g.,  a  surprised  face,  a  vocal  expression  of  

disgust,  a  hand  gesturing  “stop  ”),  and  noncommunicative,  less  socially  

relevant  stimuli  (e.g.,  a  chewing  face,  a  throat-clearing  sound,  and  a  

hand  writing  with  a  pen).  While  many  prior  fMRI  studies  have  measured  

responses  to  a  small  number  of  conditions  in  a  given  set  of  participants,  
directly  comparing  responses  to  many  stimulus  conditions  within  indi-  

vidual  participants  can  provide  stronger  constraints  on  theories  of  func-  

tional  specialization  (  Deen  et  al.,  2015  ;  Fedorenko  et  al.,  2013  ;  Norman-  

Haignere  et  al.,  2015  ;  Poldrack,  2017  ).  We  compare  responses  across  

two  STS  regions-of-interest  (ROIs),  defined  functionally  in  individual  

participants:  fSTS,  defined  by  a  visual  dynamic  faces  >  dynamic  objects  

contrast,  and  vSTS,  defined  by  an  auditory  voices  >  music  contrast.  Ad-  

ditionally,  we  use  a  data-driven  voxel  decomposition  method  (indepen-  

dent  component  analysis)  to  identify  dominant  sources  of  variance  in  

responses  across  the  STS.  
We  find  that  the  fSTS  responds  broadly  to  different  types  of  face  

movements  and  vocal  sounds,  including  speech,  nonspeech  communica-  

tive,  and  noncommunicative  signals,  but  does  not  respond  strongly  to  

hand  movements  or  non-social  control  stimuli  (object  movements  or  

musical  sounds).  Although  the  mean  response  of  the  fSTS  did  not  dis-  

criminate  between  communicative  and  noncommunicative  signals,  pat-  

terns  of  response  in  the  region  could  be  used  to  decode  this  distinction,  
both  within  and  across  input  domains  (faces  and  voices).  This  response  
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profile  is  consistent  with  a  mid-level  representation  of  face  actions  that  

is  not  restricted  to  socially  relevant  input,  but  begins  to  make  abstract  

social  dimensions  explicit,  and  to  generalize  across  input  domains.  The  

vSTS,  in  contrast,  responded  most  strongly  to  auditory  speech  signals,  
over  nonspeech  vocal  sounds,  visual  stimuli,  and  nonsocial  controls.  
ROI-based  responses  were  corroborated  by  a  data-driven  independent  

component  analysis,  demonstrating  that  voxelwise  responses  across  the  

STS  are  well  modeled  as  a  linear  combination  of  four  component  re-  

sponse  profiles:  responses  to  visual  stimuli,  auditory  stimuli,  faces  and  

voices,  and  speech.  These  results  suggest  that  the  STS  is  organized  into  

separate  processing  streams,  one  for  audiovisual  face  actions  and  an-  

other  for  speech  sounds.  

2.  Methods  

2.1.  Participants  

Fifteen  adults  participated  in  the  study  (age  18–34  years,  nine  fe-  

male).  Participants  had  no  history  of  neurological  or  psychiatric  impair-  

ment,  and  normal  or  corrected  vision.  All  participants  provided  written,  
informed  consent.  

2.2.  Stimuli  and  paradigm  

Participants  viewed  a  set  of  video  and  audio  clips  depicting  vari-  

ous  face  and  hand  movements  and  vocal  sounds,  as  well  as  nonsocial  

controls,  broadly  sampling  the  space  of  human  social  perceptual  inputs  

(  Fig.  1  ).  Among  nonspeech  stimuli,  we  included  both  richly  social  com-  

municative  actions  and  minimally  social  noncommunicative  actions  in  

each  modality,  and  orthogonally  manipulated  the  presence  of  mouth  

motion  in  face  movements.  For  our  purposes,  a  “communicative  ” ac-  

tion  is  defined  as  one  produced  to  intentionally  communicate  infor-  

mation  to  another  agent.  Communicative  hand  movements  consisted  of  

gestures,  while  noncommunicative  hand  movements  consisted  of  hand-  

object  interactions.  We  additionally  included  audio,  visual,  and  audio-  

visual  speech  stimuli,  consisting  of  speakers  uttering  lists  of  nonsense  

words  with  English  phonology.  Lastly,  we  included  audio  clips  of  instru-  

mental  music  as  an  auditory  control,  and  video  clips  of  moving  objects  

as  a  visual  control.  This  led  to  thirteen  total  conditions  (  Fig.  1  A):  1)  

communicative,  high-mouth-motion  face  movements  (FCHM);  2)  com-  

municative,  low-mouth-motion  face  movements  (FCLM);  3)  noncommu-  

nicative,  high-mouth-motion  face  movements  (FNHM);  4)  noncommu-  

nicative,  low-mouth-motion  face  movements  (FNLM);  5)  communica-  

tive  hand  movements  (HC);  6)  noncommunicative  hand  movements  

(HN);  7)  communicative  nonspeech  vocal  sounds  (VC);  8)  noncommu-  

nicative  nonspeech  vocal  sounds  (VN);  9)  audio  nonword  speech  (SA);  
10)  visual  nonword  speech  (SV);  11)  audiovisual  nonword  speech  (SAV);  
12)  music  (M);  13)  objects  (O).  

Human  stimuli  were  recorded  in  a  television  studio  using  a  

professional-grade  HD  video  camera  and  microphone.  Face  movements,  
vocal  sounds,  and  speech  acts  were  performed  by  four  actors  (two  fe-  

male),  wearing  black  shirts,  with  a  black  matte  backdrop.  Hand  move-  

ments  were  performed  by  three  actresses  (all  female),  with  their  right  

hand  protruding  from  a  black  sheet,  such  that  only  their  hand  and  up-  

per  arm  were  visible.  All  actors  were  unfamiliar  to  participants  in  the  

study.  
Among  nonspeech  stimuli,  there  were  8–11  specific  actions  (or  to-  

kens)  for  each  condition;  each  actor  performed  each  action  3–13  times.  
These  tokens  were  as  follows:  1)  FCHM:  disgusted  expression,  exhausted  

exhale,  intrigued  expression,  uncertain  expression,  uncertain  head  shake  

and  expression,  tongue  stick,  surprised  expression  (with  mouth  open),  
disapproving  head  shake  and  expression  (  “tsk-tsk  ”),  “yeesh  ” expression;  
2)  FCLM:  concerned  brow  raise,  confused  brow  furrow,  eye  roll,  disap-  

pointed  head  hang,  head  nod  (  “yes  ”),  head  shake  (  “no  ”),  single  head  nod  

(  “hi  ”),  skeptical  expression,  suggestive  expression,  surprised  expression  

(with  mouth  closed),  wink;  3)  FNHM:  blow  air,  puff cheeks,  chew  food,  

cough,  move  lower  jaw  left/right,  lick  lips,  pick  at  teeth  with  tongue,  
yawn;  4)  FNLM:  blink,  falling  asleep  motion  (head  falling),  gaze  shift  

to  the  lower  left,  gaze  shift  to  the  lower  right,  gaze  shift  to  the  up-  

per  left,  gaze  shift  to  the  upper  right,  neck  stretch  (side  to  side),  neck  

stretch  (rotating  180°),  shiver,  smooth  pursuit  eye  movement,  sniff;  5)  

HC:  air  quotes,  “come  here  ” wave,  finger  wag,  money  sign,  finger  gun  

gesture,  finger  point,  “so-so  ” gesture,  thumbs  down,  thumbs  up,  wave  

hello,  dismissive  wave;  6)  HN:  flip  coin,  grasp  ball  (with  all  fingers),  
grasp  ball  (with  pointer  finger  and  thumb),  shake  a  bottle,  sprinkle  sea-  

soning,  toss  a  ball,  tug  a  cord,  turn  a  book  page,  twist  a  bottle  cap,  type  

on  a  keyboard,  write  with  a  pen;  7)  VC:  relaxed  ahh,  sad  aww,  cute  aww,  
amused  ha,  hmph,  flirtatious  rrr,  ugh,  uh-huh,  uh-uh,  yigh;  8)  VN:  ahh  

(as  if  opening  mouth  for  a  doctor),  wretching  sound  (as  if  being  choked),  
cough,  gargle,  grunt,  hiccup,  throat  clear  with  mouth  closed,  throat  clear  

with  mouth  open,  yawn.  Among  speech  stimuli,  there  were  6  tokens  

(specific  lists  of  nonwords;  e.g.  “cho  cre  las  lanby  caldet  raldence  cre  

paments  cotlessy  ploo  ”);  each  actor  spoke  each  list  3–13  times.  
From  the  resulting  set  of  1323  video  and  audio  clips  of  nonspeech  

actions,  we  then  chose  a  subset  to  use  for  the  experiment,  such  that  

clip  duration  was  controlled  within  modality  (faces,  hands,  or  voices),  
and  such  that  balanced  proportions  of  stimuli  from  each  token  and  actor  

were  included  for  each  condition.  Likewise,  from  the  resulting  set  of  184  

speech  clips,  we  chose  a  subset  such  that  duration  of  all  clips  was  near  

5  s,  and  such  that  balanced  properties  of  stimuli  from  each  token  and  

actor  were  included.  This  resulted  in  128  FCHM  clips  (mean  duration  

2.23  s),  128  FCLM  clips  (2.22  s),  128  FNHM  clips  (2.28  s),  128  FNLM  

clips  (2.31  s),  144  HC  clips  (1.98  s),  144  HN  clips  (1.97  s),  157  VC  clips  

(1.32  s),  168  VN  clips  (1.48  s),  and  46  speech  clips  (5.07  s).  
As  a  nonsocial  auditory  control  condition,  we  used  150  instrumen-  

tal  music  clips  from  a  range  of  genres  (e.g.  classical,  jazz,  rock),  cut  in  

duration  to  1.5  s  to  match  the  length  of  VN  stimuli.  Music  clips  were  

chosen  from  a  larger  set  of  724  clips,  as  the  subset  of  150  clips  that  best  

matched  vocal  stimuli  in  frequency  spectra  (details  on  the  computation  

of  frequency  spectra  and  other  acoustic  properties  are  included  in  Sup-  

plementary  Information).  All  audio  stimuli  were  root-mean-square  am-  

plitude  normed  and  ramped  with  a  50  ms  linear  ramp  at  the  beginning  

and  end  of  the  clip.  As  a  nonsocial  visual  control  condition,  we  used  60  

video  clips  of  dynamic  objects,  used  in  a  prior  experiment  (  Pitcher  et  al.,  
2011  ),  cut  to  2.27  s  to  match  the  duration  of  face  motion  clips.  

In  the  fMRI  experiment,  stimuli  were  presented  in  a  blocked  design,  
with  separate  blocks  for  each  of  the  thirteen  conditions.  A  fixed  number  

of  clips  were  presented  in  each  block;  because  stimulus  durations  dif-  

fered  across  modalities,  this  number  varied  across  modalities  such  that  

the  total  stimulus  duration  for  blocks  of  each  condition  was  roughly  20  s  

(9  stimuli  for  faces  and  objects,  10  for  hands,  13  for  nonspeech  vocal  

sounds  and  music,  and  4  for  speech  clips).  The  inter  trial  interval  be-  

tween  clips  in  a  block  was  chosen  such  that  total  block  length  was  22  s  

for  each  block.  In  each  run,  26  blocks  (2  per  condition)  were  presented,  
in  palindromic  order,  with  specific  block  order  counterbalanced  across  

runs  and  participants.  Blocks  were  separated  by  6  s  of  a  baseline  con-  

dition,  consisting  of  a  black  screen  with  a  white  central  fixation  cross.  
There  was  an  additional  10  s  of  baseline  at  the  beginning  of  the  ex-  

periment,  16  s  in  the  middle,  and  10  s  at  the  end,  such  that  each  run  

lasted  12:32  min.  Each  participant  received  eight  runs  of  the  experiment  

during  a  scan  session.  To  maintain  attention,  participants  performed  a  1-  

back  task  during  the  experiment,  pressing  a  button  when  an  individual  

clip  within  a  block  repeated  itself  (one  repeat  per  block).  1-back  be-  

havioral  performance  was  high  (mean  accuracy  93.3%,  hit  rate  74.1%,  
false  alarm  rate  4.3%)  and  consistent  across  runs  (Supplementary  Infor-  

mation,  Figure  S3).  

2.3.  Stimulus  ratings  

To  verify  that  our  communicativeness  manipulation  was  effective,  
we  collected  behavioral  ratings  on  the  stimuli  using  Amazon  Me-  

chanical  Turk.  For  each  video  or  audio  clip  from  the  communica-  



B.  Deen,  R.  Saxe  and  N.  Kanwisher  NeuroImage  221  (2020)  117191  

Fig.  2.  Behavioral  ratings  of  communicativeness,  across  the  80  specific  actions  used  in  the  study,  categorized  by  condition.  Condition  labels:  FC  =  communicative  
face  movement,  FN  =  noncommunicative  face  movement,  HM  =  high  mouth  motion,  LM  =  low  mouth  motion,  HC  =  communicative  hand  movement,  HN  =  non-  
communicative  hand  movement,  VC  =  communicative  vocal  sound,  VN  =  noncommunicative  vocal  sound.  

tive/noncommunicative  conditions  (FCHM,  FCLM,  FNHM,  FNLM,  HC,  
HN,  VC,  VN),  20  participants  viewed  or  listened  to  the  clip  and  an-  

swered  questions  in  a  brief  survey.  To  assess  communicativeness,  we  

asked,  “To  what  extent  is  this  (sound/action)  communicative  (i.e.,  pro-  

duced  to  intentionally  communicate  information  to  another  human)?  ”
Participants  responded  on  a  scale  of  0  (not  communicative  at  all)  to  6  

(highly  communicative).  Other  questions  were  asked  for  separate  pur-  

poses  and  are  not  reported  here.  Participants  were  limited  to  users  in  

the  USA,  and  with  a  task  approval  rating  of  at  least  95%,  and  at  least  50  

tasks  performed  previously.  The  surveys  included  a  catch  question  with  

an  objective  answer  (e.g.,  “what  is  the  gender  of  the  actor/actress?  ” for  

face  movement  videos).  Only  responses  with  a  correct  answer  to  the  

catch  question  were  accepted,  to  ensure  that  participants  watched  or  

listened  to  the  clip  and  weren’t  responding  randomly.  Responses  were  

averaged  across  participants,  actors,  and  specific  clips  for  each  token  

(with  an  average  of  281  responses  per  token),  and  statistics  were  per-  

formed  across  tokens.  
Communicativeness  ratings  across  all  tokens  are  shown  in  Fig.  2  .  

To  assess  the  reliability  of  these  responses,  we  split  responses  across  

two  subsets  of  ten  participants,  and  computed  the  split-half  correlation  

across  tokens.  This  correlation  was  very  high  (  r  =  0.99,  P  ≈ 0),  indicating  

highly  reliable  responses.  We  next  used  a  one-way  ANOVA  to  assess  the  

effect  of  category  (treating  all  eight  categories  as  distinct)  on  responses,  
and  observed  a  highly  significant  effect  of  category  on  communicative-  

ness  ratings  (  F  (7,72)  =  84.14,  P  <  10  −  31  ,  R  2  =  0.89).  In  particular,  
communicativeness  was  significantly  higher  for  FCHM  relative  to  FNHM  

(  t  (15)  =  12.42,  P  <  10  −  8  ),  FCLM  relative  to  FNLM  (  t  (20)  =  10.84,  P  <  

10  −  9  ),  HC  relative  to  HN  (  t  (20)  =  15.47,  P  <  10  −  11  ),  and  VC  relative  to  

VN  (  t  (17)  =  9.09,  P  <  10  −  7  ).  Within  each  modality  (faces,  voices,  hands),  
all  tokens  in  the  communicative  condition  were  rated  as  more  commu-  

nicative  than  tokens  in  the  noncommunicative  condition.  All  commu-  

nicative  tokens  were  rated  higher  than  middle  score  of  3,  and  all  but  5  

of  the  39  noncommunicative  tokens  were  rated  lower  than  3.  These  re-  

sults  demonstrate  that  our  manipulation  of  communicativeness  had  the  

desired  effect.  

2.4.  Data  acquisition  

MRI  data  were  acquired  using  a  Siemens  3T  MAGNETOM  Tim  Trio  

scanner  (Siemens  AG,  Healthcare,  Erlangen,  Germany).  High-resolution  

T1-weighted  anatomical  images  were  collected  using  a  multi-echo  

MPRAGE  pulse  sequence  (repetition  time  [TR]  =  2.53  s;  echo  time  

[TE]  =  1.64  ms,  3.5  ms,  5.36  ms,  7.22  ms,  flip  angle  ! =  7°,  field  of  

view  [FOV]  =  256  mm,  matrix  =  256  × 256,  slice  thickness  =  1  mm,  
176  near-axial  slices,  acceleration  factor  =  3,  32  reference  lines).  Func-  

tional  data  were  collected  using  a  T2  ∗  -weighted  echo  planar  imaging  

(EPI)  pulse  sequence  sensitive  to  blood-oxygen-level-dependent  (BOLD)  

contrast  (TR  =  2  s,  TE  =  30  ms,  ! =  90°,  FOV  =  192  mm,  matrix  =  64  × 64,  
slice  thickness  =  3  mm,  slice  gap  =  0.6  mm,  32  near-axial  slices,  near-  

whole-brain  coverage).  

2.5.  Data  preprocessing  and  modeling  

Data  were  processed  using  the  FMRIB  Software  Library  (FSL),  version  

4.1.8,  supplemented  by  custom  MATLAB  scripts.  Anatomical  and  func-  

tional  images  were  skull-stripped  using  FSL’s  brain  extraction  tool.  Func-  

tional  data  were  motion  corrected  using  rigid-body  transformations  to  

the  middle  image  of  each  run,  corrected  for  interleaved  slice  acquisition  

using  sinc  interpolation,  spatially  smoothed  using  an  isotropic  Gaussian  

kernel  (5  mm  FWHM),  and  high-pass  filtered  (Gaussian-weighted  least  

squares  fit  straight  line  subtraction,  with  " =  50  s  (  Marchini  and  Rip-  

ley,  2000  )).  Although  all  analyses  were  performed  in  native  functional  

space  for  each  participant,  normalization  was  required  for  combining  

results  of  certain  analyses  across  participants.  Functional  images  were  

registered  to  anatomical  images  using  a  rigid-body  transformation  deter-  

mined  by  Freesurfer’s  bbregister  (  Greve  and  Fischl,  2009  ).  Anatomical  

images  were  in  turn  normalized  to  the  Montreal  Neurological  Instititute-  

152  template  brain  (MNI  space),  using  FMRIB’s  nonlinear  registration  

tool  (FNIRT).  
Whole-brain  general  linear  model  (GLM)-based  analyses  were  per-  

formed  for  each  participant  and  run.  Regressors  were  defined  as  boxcar  

functions  including  each  block  from  a  given  condition,  convolved  with  

a  canonical  double-gamma  hemodynamic  response  function.  Temporal  

derivatives  of  each  regressor  were  included  in  the  models,  and  all  regres-  

sors  were  temporally  high-pass  filtered.  FMRIB’s  improved  linear  model  

(FILM)  was  used  to  correct  for  residual  autocorrelation  (  Woolrich  et  al.,  
2001  ).  Lastly,  data  were  combined  across  runs  for  each  participant  using  

2nd-level  fixed  effects  analyses,  after  registering  beta  maps  from  each  

run  to  a  template  image  in  native  functional  space  (the  middle  image  

from  the  first  run).  Data  were  also  combined  across  even  runs  and  odd  

runs,  for  split-half  analyses.  

2.6.  Region-of-interest  analysis  

How  do  face-  and  voice-sensitive  subregions  of  the  STS  respond  

to  communicative  and  noncommunicative  face  motions,  hand  motions,  
and  vocal  sounds?  To  address  this  question,  we  performed  a  region-of-  

interest  (ROI)  analysis,  defining  regions  with  face  and  voice  contrasts.  
The  face  contrast  compared  the  four  face  movement  conditions  to  the  

dynamic  object  condition.  The  voice  contrast  compared  the  three  vocal  

conditions  (communicative/noncommunicative  vocal  sounds  and  audio  

speech)  to  the  music  condition.  ROIs  were  defined  in  individual  par-  

ticipants  using  the  face  and  voice  contrasts  from  the  odd  runs  of  the  

task.  To  spatially  constrain  ROI  locations,  we  used  search  spaces  defined  

based  on  a  prior  study,  which  identified  a  posterior  STS  face-sensitive  re-  

gion  and  a  middle  STS  voice-sensitive  region  (  Deen  et  al.,  2015  ).  Search  

spaces  were  defined  as  the  set  of  active  voxels  (at  the  group  level)  within  

a  15mm-radius  sphere  around  a  peak  coordinate,  and  registered  from  

MNI  space  to  each  current  participant’s  native  functional  space.  For  each  

participant,  hemisphere,  and  contrast,  we  defined  an  ROI  as  the  set  of  

active  voxels  (  P  <  10  −  3  voxelwise)  within  a  7.5mm-radius  sphere  around  
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Table  1  
Mean  coordinates  of  ROI  centers-of-gravity,  in  
MNI  space.  
ROI  x  y  z  

lfSTS  −  54.6  −  36.9  3.9  
rfSTS  54.3  −  36.1  5.8  
lvSTS  −  60.0  −  15.8  −  0.9  
RvSTS  57.5  −  15.7  −  5.3  

the  peak  coordinate  within  the  search  space.  Participants  with  no  active  

voxels  were  excluded  from  the  corresponding  analysis;  we  identified  

right  fSTS  in  15/15  participants,  left  fSTS  in  10,  right  vSTS  in  13,  and  

left  vSTS  in  11  participants.  Mean  ROI  center-of-gravity  coordinates  are  

given  in  Table  1  .  
While  we  used  a  relatively  strict  statistical  threshold  to  identify  focal  

regions  with  particularly  strong  responses,  and  for  consistency  with  our  

prior  work  (  Deen  et  al.,  2015  ),  this  method  has  the  disadvantage  of  ex-  

cluding  participants  without  ROIs  defined.  An  additional  ROI  analysis  

is  described  in  the  supplement,  which  assesses  face-responsive  regions  

within  posterior/middle/anterior  STS  search  spaces,  defining  ROIs  using  

a  top-N-voxel  criterion.  This  analysis  includes  all  participants  by  design,  
and  enables  us  to  ask  whether  significant  responses  to  both  faces  and  

voices  exist  elsewhere  along  the  length  of  the  STS.  The  results  corrob-  

orate  the  presence  of  face  and  voice  responses  in  face-motion-sensitive  

posterior  STS  observed  in  the  main  ROI  analysis.  
For  each  ROI  in  the  main  analysis  (left  and  right  fSTS  and  vSTS),  

we  extracted  responses  (percent  signal  change)  across  all  thirteen  con-  

ditions,  in  independent  data  from  even  runs  of  the  experiment.  Percent  

signal  change  was  extracted  by  averaging  beta  values  across  each  ROI  

and  dividing  by  mean  BOLD  signal  in  the  ROI.  We  then  performed  sev-  

eral  statistical  tests  to  characterize  the  response  profiles  of  these  regions.  
All  tests  were  performed  as  mixed  effects  ANOVAs  across  conditions  and  

participants,  with  participant  included  as  a  random  effect,  using  MAT-  

LAB’s  fitlme  function.  
We  first  assessed  selectivity  profiles  by  comparing  faces  to  objects,  

hands  to  objects,  and  vocal  sounds  (including  speech)  to  music,  using  

a  separate  ANOVA  for  each  contrast  and  region.  This  analysis  served  

to  confirm  that  each  region  had  a  reliable  effect  of  the  contrast  used  

to  define  it,  and  to  replicate  the  pattern  of  selectivity  we  have  ob-  

served  previously  (  Deen  et  al.,  2015  ).  Second,  we  tested  whether  com-  

municativeness  modulated  ROI  responses,  using  a  region  by  modality  

(face,  voice,  hand)  by  communicativeness  ANOVA  on  all  human  non-  

speech  conditions.  Third,  we  tested  whether  speech  content  modulated  

responses,  using  a  region  by  modality  (face,  voice)  by  speech  content  

(speech,  non-speech)  ANOVA  across  all  face  and  voice  conditions.  These  

ANOVAs  were  followed  up  with  post-hoc  tests  to  characterize  the  effects  

observed.  Lastly,  to  test  whether  responses  to  face  motion  were  modu-  

lated  by  the  presence  of  mouth  motion,  we  compared  responses  to  high  

mouth  motion  versus  low  mouth  motion  videos.  

2.7.  Multivariate  pattern  analysis  

The  ROI  analysis  revealed  that  the  fSTS  responded  similarly  to  com-  

municative  and  noncommunicative  face  movements  and  vocal  sounds.  
We  next  asked:  would  spatial  patterns  of  response  in  these  regions  dis-  

criminate  communicative  from  noncommunicative  stimuli?  Multivoxel  

pattern  analysis  (MVPA)  provides  a  more  sensitive  measure  of  whether  a  

brain  region  discriminates  between  two  stimulus  conditions,  indicating  

that  this  distinction  is  represented  in  the  region.  
Specifically,  we  used  the  Haxby  correlation  method  (  Haxby  et  al.,  

2001  ).  For  each  participant,  we  first  split  the  data  into  two  halves,  
and  computed  patterns  of  response  for  communicative  and  noncommu-  

nicative  stimuli  (for  a  given  modality)  in  each  half.  We  constructed  a  

2  × 2  matrix  of  Fisher-transformed  correlations  between  patterns  from  

the  first  and  second  halves,  and  used  this  to  compute  a  difference  score  

or  “discrimination  index  ”:  the  mean  within-condition  correlation  minus  

the  mean  between-condition  correlation  (i.e.,  the  diagonal  elements  mi-  

nus  the  off-diagonal  elements  of  this  matrix).  Lastly,  a  one-tailed  t  -test  

was  performed  across  participants,  to  test  whether  the  discrimination  in-  

dex  was  significantly  greater  than  zero,  indicating  that  patterns  in  this  

region  reliably  discriminated  between  communicative  and  noncommu-  

nicative  conditions.  
In  each  ROI,  defined  as  described  above,  we  performed  seven  specific  

comparisons,  testing  discrimination  of  communicativeness  within  and  

across  modalities:  1)  within  face  movements;  2)  within  vocal  sounds;  3)  

within  hand  movements;  4)  within  face  movements,  generalizing  from  

low  to  high  mouth  movements;  5)  face  movements  to  vocal  sounds;  6)  

face  movements  to  hand  movements;  and  7)  vocal  sounds  to  hand  move-  

ments.  For  the  first  three  analyses,  data  were  split  across  even  and  odd  

runs;  for  the  fourth,  across  high  and  low  mouth  motion  conditions;  and  

for  the  last  three,  across  the  relevant  modalities.  
We  next  asked  whether  other  regions  could  discriminate  communica-  

tive  and  noncommunicative  stimuli.  We  first  tested  the  vSTS,  using  the  

same  tests  described  above.  Additionally,  we  ran  a  whole-brain  search-  

light  analysis,  focusing  on  the  crossmodal  face-to-voice  analysis.  Using  

a  crossmodal  comparison  guarantees  that  decoding  is  not  driven  by  low-  

level  stimulus  confounds.  At  each  voxel  in  a  gray  matter  mask,  we  placed  

an  8mm-radius  sphere  around  the  voxel,  intersected  this  with  the  gray  

matter  mask,  and  computed  a  discrimination  index  for  this  region.  The  

mask  was  defined  using  the  MNI  gray  matter  atlas,  thresholded  at  0%,  
registered  to  each  participant’s  native  functional  space,  and  intersected  

with  their  brain  mask.  Maps  of  discrimination  indices  for  each  partici-  

pant  were  registered  to  MNI  space,  and  inference  was  performed  across  

participants,  by  performing  a  one-tailed  t  -test  on  values  at  each  voxel.  
The  resulting  statistical  maps  were  thresholded  at  P  <  .01  voxelwise,  to  

form  contiguous  clusters  of  activation  (where  two  voxels  are  considered  

contiguous  if  they  share  a  vertex).  To  correct  for  multiple  comparisons  

across  voxels,  we  used  a  permutation  test  to  generate  a  null  distribution  

for  cluster  sizes,  and  used  this  to  threshold  clusters  of  activation  at  P  <  

.05.  

2.8.  Independent  component  analysis  

While  ROI-based  analyses  provide  a  detailed  characterization  of  re-  

sponses  in  STS  subregions  of  interest,  the  STS  is  a  large  and  functionally  

diverse  area,  and  response  profiles  of  interest  may  be  missed  by  restrict-  

ing  focus  to  specific  functional  ROIs.  We  next  asked:  what  are  the  dom-  

inant  response  profiles  to  dynamic  faces  and  voices  across  the  entire  

STS?  To  this  end,  we  analyzed  our  data  using  independent  component  

analysis  (ICA),  which  models  voxelwise  responses  as  a  linear  combina-  

tion  of  underlying  response  profiles,  such  that  the  weightings  of  each  

profile  across  voxels  are  maximally  statistically  independent.  This  ap-  

proach  complements  the  ROI  analysis  in  two  ways:  1)  it  is  data-driven,  
allowing  the  dominant  features  of  STS  functional  organization  to  be  re-  

vealed  by  our  data;  2)  it  assesses  responses  across  the  full  STS,  rather  

than  in  a  set  of  predefined  ROI  locations.  
Methods  used  for  ICA  are  depicted  in  Fig.  5  .  The  input  data  for  our  

implementation  of  ICA  consisted  of  a  condition-by-voxel  matrix.  We  first  

defined  an  STS  mask  by  manually  drawing  gray  matter  in  the  STS  bi-  

laterally  in  MNI  space,  and  registered  this  to  each  participant’s  native  

functional  space.  Within  this  bilateral  STS  mask,  we  selected  voxels  that  

responded  to  a  task  >  rest  contrast  at  a  liberal  threshold  (  P  <  .01  vox-  

elwise)  within  each  individual  participant.  Beta  values  from  each  of  the  

thirteen  conditions  were  extracted  from  each  selected  voxel,  to  construct  

a  condition-by-voxel  data  matrix  for  a  given  participant.  For  each  par-  

ticipant,  we  then  removed  the  mean  of  this  matrix  across  voxels,  and  

divided  by  the  standard  deviation  across  voxels  and  conditions,  to  en-  

sure  that  each  participant  contributed  similarly  to  the  overall  matrix.  
These  within-participant  data  matrices  were  concatenated  across  partic-  

ipants  in  the  voxel  dimension  to  define  a  group-level  data  matrix.  This  

approach  to  combining  data  across  participants  doesn’t  rely  on  normal-  
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ization,  and  thus  doesn’t  require  an  assumption  that  voxels  in  similar  lo-  

cations  across  participants  are  functionally  similar,  and  allows  for  voxel  

selection  in  each  participant  (  Norman-Haignere  et  al.,  2015  ).  
Prior  to  performing  ICA,  we  performed  dimensionality  reduction  us-  

ing  principal  components  analysis  (PCA),  to  restrict  our  attention  to  di-  

mensions  capturing  reliable  variance.  To  this  end,  we  used  a  leave-one-  

participant-out  approach.  For  each  participant,  we  ran  PCA  on  a  data  

matrix  from  the  other  14  participants,  to  obtain  a  set  of  13  principal  

component  vectors  in  13-dimensional  condition  space.  We  then  split  the  

left-out  participant’s  data  in  half  by  even  and  odd  runs,  and  computed  a  

condition-by-voxel  data  matrix  separately  for  each  half.  For  each  poten-  

tial  number  of  components  D  (between  1  and  13),  we  projected  the  first-  

half  data  matrix  onto  the  subspace  spanned  by  the  first  D  components,  
and  computed  the  extent  to  which  the  resulting  projected  data  could  

explain  the  second-half  data  matrix,  by  computing  explained  variance  

across  voxels  and  conditions.  Principal  component  dimensions  capturing  

reliable  variance  should  increase  variance  explained  in  second-half  data,  
while  dimensions  capturing  unreliable  variation  should  decrease  it  as  a  

result  of  overfitting  the  first-half  data.  Averaging  across  left-out  partici-  

pants,  we  found  that  split-half  variance  explained  was  maximized  with  

four  components  (  Fig.  5  ).  Identified  principal  components  were  highly  

consistent  across  left-out  participants:  the  mean  normalized  dot  product  

between  the  first  four  PC  vectors  across  PCA  solutions  from  different  

left-out  participants  was  0.99.  
Having  identified  the  number  of  principal  component  dimensions  

capturing  reliable  variance  in  our  data,  we  next  ran  PCA  on  our  full  

data  matrix,  reduced  our  data  to  values  along  the  first  four  principal  

component  dimensions,  and  prewhitened  the  data  by  dividing  by  the  

standard  deviation  along  each  dimension.  After  prewhitening,  perform-  

ing  ICA  corresponds  to  finding  an  orthogonal  basis  or  rotation  that  mini-  

mizes  statistical  dependence  between  values  along  each  axis  (  Fig.  5  ).  By  

the  Central  Limit  Theorem,  linear  combinations  of  independent  random  

variables  will  tend  toward  Gaussian  distributions.  Thus,  identifying  un-  

derlying  independent  components  from  observed  linear  combinations  

is  equivalent  to  finding  axes  with  minimally  Gaussian  data  distribu-  

tions  (  Hyvärinen  and  Oja,  2000  ).  We  obtained  this  basis  using  an  algo-  

rithm  that  minimizes  entropy  along  a  set  of  orthogonal  axes  (  Norman-  

Haignere  et  al.,  2015  ,  nonparametric  algorithm,  https://github.com/  

snormanhaignere/nonparametric-ica  ).  For  prewhitened  data,  minimiz-  

ing  entropy  is  equivalent  to  minimizing  mutual  information,  a  measure  

of  statistical  dependence.  Minimizing  entropy  is  also  equivalent  to  max-  

imizing  non-Gaussianity,  because  the  Gaussian  distribution  has  maxi-  

mum  entropy  for  a  given  variance.  This  procedure  yielded  a  set  of  four  

13-dimensional  independent  component  (IC)  vectors,  corresponding  to  

response  profiles  capturing  maximally  independent  sources  of  variance.  
In  addition  to  reporting  these  profiles,  we  assessed  spatial  maps  of  voxel  

weights.  Each  voxel’s  response  profile  was  modeled  as  a  linear  combina-  

tion  of  IC  vectors,  where  the  coefficient  for  each  component  constituted  

a  weight.  These  values  were  normalized  to  MNI  space  and  averaged  

across  participants  to  compute  spatial  maps  of  voxel  weights  for  each  

component.  To  test  whether  IC  weights  were  lateralized,  we  computed  

a  laterality  index  —the  difference  between  the  mean  voxel  weight  in  left  

and  right  hemispheres.  This  index  was  tested  against  the  null  hypothesis  

of  zero  using  a  one-sample,  two-tailed  t  -test  across  participants.  
Our  ICA  method  can  only  find  meaningful  independent  components  

if  data  distributions  along  these  dimensions  are  non-Gaussian.  We  tested  

this  assumption  by  measuring  statistical  properties  of  voxel  weight  dis-  

tributions  —skewness  and  kurtosis  —in  each  participant.  These  statistics  

were  tested  against  the  null  hypothesis  of  values  from  a  Gaussian  distri-  

bution  (skewness  =  0,  kurtosis  =  3)  using  a  nonparametric  bootstrap  test,  
resampling  from  the  distribution  of  statistics  across  participants  (10,000  

samples).  
Are  spatial  patterns  of  IC  voxel  weights  consistent  across  partici-  

pants?  We  next  assessed  spatial  correlations  of  weight  maps  from  pairs  

of  participants.  Correlations  were  computed  between  maps  in  MNI  

space,  restricted  to  voxels  that  were  used  as  input  for  both  participants.  

To  assess  significance,  we  compared  within-component  and  between-  

component  correlations  using  a  permutation  test.  We  formed  a  null  dis-  

tribution  for  the  difference  between  within-  and  between-component  

correlations,  by  permuting  pairs  of  components  (1–1,  1–2,  3–4,  etc.),  
which  are  exchangeable  under  the  null  hypothesis  of  no  difference  be-  

tween  within-  and  between-condition  correlations  (10  choose  4  =  210  

permutations).  
Lastly,  to  evaluate  the  geometry  of  IC  response  profiles  in  13-  

dimensional  condition  space,  we  computed  normalized  dot  products  be-  

tween  each  component’s  response  profile  (corresponding  to  the  cosine  

of  the  angle  between  response  vectors).  For  illustration,  these  were  com-  

pared  to  normalized  dot  products  of  principal  component  vectors,  which  

are  constrained  to  be  orthogonal.  

3.  Results  

3.1.  Region-of-interest  analysis  

What  role  do  face-  and  voice-responsive  subregions  of  the  STS  play  

in  interpreting  social  communicative  signals?  Here  we  ask  this  question  

by  measuring  fMRI  responses  in  these  regions  to  a  range  of  dynamic  

visual  and  auditory  social  stimuli,  including  communicative  and  non-  

communicative  face  and  hand  movements  and  vocal  sounds,  as  well  

as  nonword  speech  stimuli.  All  tests  were  performed  as  mixed-effects  

ANOVAs  across  conditions  and  participants,  with  participant  included  

as  a  random  effect.  
Responses  in  each  ROI  across  all  conditions  are  shown  in  Fig.  3  .  We  

first  tested  the  selectivity  profile  of  face-sensitive  posterior  STS  (fSTS)  

and  voice-sensitive  middle  STS  (vSTS)  by  comparing  responses  to  faces  

versus  objects,  hands  versus  objects,  and  voices  versus  music  in  indepen-  

dent  data.  The  fSTS  had  a  strong  response  to  face  versus  object  move-  

ments  (left:  t  (48)  =  6.58,  P  <  10  −  7  ;  right:  t  (73)  =  12.07,  P  <  10  −  18  )  

and  vocal  sounds  versus  music  (left:  t  (38)  =  4.09,  P  <  10  −  3  ;  right:  
t  (58)  =  3.86,  P  <  10  −  3  ),  and  a  small  but  significant  response  to  hand  

versus  object  movements  (left:  t  (28)  =  2.92,  P  <  .01;  right:  t  (43)  =  4.57,  
P  <  10  −  4  ).  The  vSTS  bilaterally  responded  to  vocal  sounds  over  music  

(left:  t  (42)  =  2.87,  P  <  .01;  right:  t  (50)  =  4.36,  P  <  10  −  4  ).  Additionally,  
there  was  an  effect  of  faces  versus  objects  in  the  right  vSTS  (  t  (63)  =  4.28,  
P  <  10  −  4  ),  although  this  reflected  a  response  below  baseline  to  the  object  

condition,  not  a  response  above  baseline  to  faces.  These  results  indicate  

that  the  fSTS  responds  strongly  to  both  faces  and  vocal  sounds,  while  

the  vSTS  responds  specifically  to  vocal  sounds,  consistent  with  our  prior  

findings  (  Deen  et  al.,  2015  ).  
Are  STS  responses  to  social  stimuli  modulated  by  communicative  

content,  and  does  this  modulation  vary  by  modality  (faces,  voices,  
hands)  and  region?  We  tested  this  using  a  region  by  modality  by  com-  

municativeness  ANOVA.  Although  the  regions  differed  in  their  overall  

response  (main  effect  of  ROI,  F  (3368)  =  37.43,  P  <  10  −  20  )  and  in  their  se-  

lectivity  across  modality  (ROI  by  modality  interaction,  F  (6368)  =  4.06,  
P  <  10  −  3  ),  the  communicativeness  of  the  stimuli  did  not  influence  the  

response  (main  effect  and  interaction  terms  involving  this  factor,  all  P  ’s  

>  0.7).  This  result  indicates  that  communicative  content  had  little  influ-  

ence  on  mean  responses  in  bilateral  fSTS  and  vSTS.  
Because  this  ANOVA  combines  data  across  regions  and  modalities,  

it  could  potentially  miss  a  subtle  effect  specific  to  a  given  region  and  

modality.  To  address  this  possibility,  we  next  performed  post-hoc  tests  

comparing  responses  to  communicative  versus  noncommunicative  stim-  

uli,  within  each  region  and  modality.  Of  these  twelve  tests,  ten  yielded  

null  results.  We  did  observe,  however,  an  effect  of  communicativeness  

on  left  vSTS  responses  for  vocal  sounds  (  t  (20)  =  3.50,  P  =  .002)  and  

marginally  for  face  movements  (  t  (42)  =  2.56,  P  =  .014);  the  former  ef-  

fect  would  survive  Bonferroni  multiple  comparisons  correction  across  

the  twelve  tests.  These  results  largely  corroborate  the  above  ANOVA,  
indicating  that  communicative  content  has  little  influence  on  fSTS  and  

vSTS  responses,  with  the  exception  of  an  increased  response  to  commu-  

nicative  vocal  sounds  in  the  left  vSTS.  
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Fig.  3.  Face-responsive  posterior  STS  (fSTS)  
respond  strongly  to  all  face  movements  and  
vocal  sounds,  while  voice-responsive  middle  
STS  (vSTS)  responds  selectively  to  speech  
sounds.  Regions  were  defined  using  a  faces  >  
objects  contrast  (fSTS)  and  a  voices  >  music  
contrast  (vSTS).  Left:  heat  maps  of  region-of-  
interest  locations  across  participants.  Right:  
responses  of  these  regions  (in  percent  sig-  
nal  change,  PSC)  across  the  thirteen  exper-  
imental  conditions,  extracted  from  data  in-  
dependent  from  those  used  to  define  the  re-  
gions.  Condition  labels:  FC  =  communica-  
tive  face  movement,  FN  =  noncommunicative  
face  movement,  HM  =  high  mouth  motion,  
LM  =  low  mouth  motion,  HC  =  communica-  
tive  hand  movement,  HN  =  noncommunica-  
tive  hand  movement,  VC  =  communicative  
vocal  sound,  VN  =  noncommunicative  vocal  
sound,  SA  =  audio  speech,  SV  =  visual  speech,  
SAV  =  audiovisual  speech,  M  =  music,  O  =  ob-  
jects.  

We  next  asked  whether  STS  responses  to  face  movements  and  vo-  

cal  sounds  are  modulated  by  speech  content.  A  region  by  modality  by  

speech  content  ANOVA  again  revealed  that  regions  differed  in  their  

overall  response  (main  effect  of  region,  F  (3376)  =  6.41,  P  <  10  −  3  ),  and  

their  relative  response  to  faces  and  voices  (region  by  modality  inter-  

action,  F  (3376)  =  18.40,  P  <  10  −  10  ).  We  also  observed  a  region-  and  

modality-specific  modulation  by  speech  content  (region  by  modality  by  

speech  content  interaction,  F  (3368)  =  4.03,  P  <  .01).  Post-hoc  tests  re-  

vealed  that  these  effects  were  driven  by  the  presence  of  modality  and  

speech  effects  in  the  vSTS  bilaterally,  and  the  absence  of  these  effects  

in  the  fSTS.  In  particular,  the  vSTS  responded  more  strongly  to  audio  

speech  over  vocal  nonspeech  sounds  (left:  t  (31)  =  11.47,  P  <  10  −  11  ;  
right:  t  (37)  =  5.05,  P  <  10  −  4  )  and  to  visual  speech  over  nonspeech  face  

movements  (left:  t  (53)  =  8.94,  P  <  10  −  11  ;  right:  t  (63)  =  5.49,  P  <  10  −  6  ).  
The  vSTS  additionally  responded  more  strongly  overall  to  vocal  than  to  

face  movement  stimuli  (left:  t  (86)  =  9.07,  P  <  10  −  13  ;  right:  t  (102)  =  7.88,  
P  <  10  −  11  ).  In  contrast,  fSTS  responses  were  not  modulated  by  speech  

content  or  modality,  with  the  exception  of  a  marginally  stronger  re-  

sponse  to  visual  speech  over  nonspeech  in  the  left  fSTS  (  t  (48)  =  2.17,  
P  =  .035).  

Lastly,  we  compared  the  response  of  each  region  to  nonspeech  face  

movements  with  and  without  a  mouth  motion  component  (HM  versus  

LM),  to  ask  whether  common  responses  to  face  movements  and  vo-  

cal  sounds  are  driven  by  the  presence  of  mouth  movement  (  Zhu  and  

Beauchamp,  2017  ).  While  both  right  and  left  fSTS  responded  strongly  

to  face  movements  with  or  without  a  mouth  component,  responses  in  the  

right  hemisphere  were  modulated  by  the  presence  of  mouth  movement  

(HM  >  LM,  right:  t  (58)  =  3.06,  P  <  .01;  left:  t  (38)  =  1.49,  P  =  .15).  vSTS  

did  not  respond  strongly  to  nonspeech  face  movements,  but  a  marginal  

effect  of  mouth  movement  was  observed  in  the  right  hemisphere  (right:  
t  (50)  =  2.28,  P  <  .05;  left:  t  (42)  =  0.29,  P  =  .77).  Thus,  face-  and  voice-  

sensitive  fSTS  responded  both  to  movements  with  and  without  mouth  

motion,  but  had  a  slight  preference  for  movements  with  a  mouth  com-  

ponent  in  the  right  hemisphere.  
Do  face  and  voice  responses,  as  observed  in  fSTS,  exist  in  middle  and  

anterior  parts  of  the  STS?  A  supplementary  ROI  analysis  assessed  face-  

motion-responsive  ROIs  within  posterior,  middle,  and  anterior  STS,  and  

found  that  while  face  and  voice  responses  were  most  prominent  poste-  

riorly,  such  responses  can  be  found  along  the  length  of  the  STS  bilat-  

erally  (Fig.  S4).  This  demonstrates  that  face-motion-responsive  regions  

throughout  middle  and  anterior  the  STS  also  have  responses  to  vocal  

sounds,  and  shows  that  the  face/voice  response  observed  in  posterior  

STS  is  robust  across  multiple  methods  for  defining  ROIs.  
To  summarize,  we  found  that  face-sensitive  posterior  STS  (fSTS)  re-  

sponds  strongly  to  a  range  of  different  face  movements  and  vocal  sounds,  
but  does  not  respond  strongly  to  hand  movements  or  nonsocial  audio  or  

visual  controls.  This  region  responded  similarly  to  various  types  of  face  

movement  and  vocal  sound,  across  differences  in  modality,  communica-  
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Fig.  4.  Multivoxel  pattern  analysis  results:  decoding  communicativeness  from  spatial  patterns  of  response,  both  within  and  across  modality.  (A)  Region-of-interest-  
based  results,  for  fSTS  and  vSTS.  Discrimination  indices  (correlation  difference  scores)  for  comparing  patterns  of  response  to  communicative  and  noncommunicative  
stimuli.  Within  modality  effects  for  faces  (F);  faces,  generalizing  from  high  to  low  mouth  motion  (F  ∗  );  voices  (V);  and  hands  (H).  Crossmodal  effects  for  faces  to  
voices  (F-V),  faces  to  hands  (F-H),  and  voices  to  hands  (V-H).  ∗  denotes  P  <  .05,  ∗  ∗  P  <  .01,  ∗  ∗  ∗  P  <  .001.  (B)  Searchlight  results  for  decoding  communicativeness  
across  modality  (faces  to  voices).  Whole-brain  statistical  map  thresholded  at  P  <  .01  voxelwise,  followed  by  a  P  <  .05  permutation-based  clusterwise  threshold  to  
correct  for  multiple  comparisons.  

tive  content,  and  speech  content.  In  contrast,  the  response  profile  of  

voice-sensitive  middle  STS  (vSTS)  indicates  that  this  region  is  largely  

speech-selective,  with  a  much  stronger  response  to  audio  speech  than  to  

vocal  nonspeech  sounds  and  other  conditions.  

3.2.  Multivoxel  pattern  analysis  

While  the  ROI  analysis  showed  similar  mean  responses  in  fSTS  to  

communicative  and  noncommunicative  face  actions,  it  remains  possible  

that  patterns  of  activity  in  this  region  contain  information  about  com-  

municativeness.  We  next  ask  whether  spatial  patterns  of  response  across  

voxels  in  fSTS  differed  between  communicative  and  noncommunicative  

stimuli,  both  within  and  across  modalities  (faces,  voices,  hands).  
MVPA  results  are  shown  in  Fig.  4  .  Patterns  in  the  fSTS  were  able  to  

discriminate  communicative  from  noncommunicative  face  movements  

(left:  t  (9)  =  2.83,  P  <  .01;  right:  t  (14)  =  4.17,  P  <  10  −  3  ),  even  when  

requiring  generalization  across  high  and  low  mouth  motion  conditions  

(left:  t  (9)  =  2.64,  P  <  .05;  right:  t  (14)  =  2.27,  P  <  .05).  fSTS  patterns  

were  also  able  to  discriminate  between  communicative  and  noncommu-  

nicative  vocal  sounds  (left:  t  (9)  =  3.33,  P  <  10  −  3  ;  right:  t  (14)  =  2.17,  
P  <  .05),  and  the  left  but  not  right  fSTS  was  able  to  discriminate  be-  

tween  communicative  and  noncommunicative  hand  movements  (left:  
t  (9)  =  2.07,  P  <  .05;  right:  t  (14)  =  1.56,  P  =  .07).  

Are  common  patterns  of  fSTS  response  evoked  by  communica-  

tive  and  noncommunicative  stimuli  from  different  modalities?  Indeed,  
these  patterns  could  discriminate  communicativeness  when  generalizing  

across  face  movements  and  vocal  sounds  (left:  t  (9)  =  2.95,  P  <  .01;  right:  

t  (14)  =  2.32,  P  <  .05),  but  not  generalizing  across  hand  movements  

and  face  movements  or  vocal  sounds  (  P  ’s  >  0.45).  This  result  indicates  

that  fSTS  responses  differentiate  communicative  and  noncommunicative  

stimuli  in  a  manner  that  is  to  some  extent  consistent  across  audio  and  

visual  face  actions,  but  does  not  generalize  to  hand  movements.  Further-  

more,  this  crossmodal  decoding  result  cannot  be  explained  in  terms  of  

low-level  visual  or  acoustic  properties  that  differ  across  communicative  

and  noncommunicative  conditions  within  either  modality.  
Can  patterns  of  response  differentiating  communicative  from  non-  

communicative  face  actions  be  observed  in  other  brain  regions?  We  

first  tested  these  effects  in  the  vSTS.  Patterns  in  left  vSTS  were  able  

to  discriminate  communicativeness  for  face  movements,  generalizing  

across  high  to  low  mouth  movement  conditions  (  t  (10)  =  1.99,  P  <  .05)  

and  for  vocal  sounds  (  t  (10)  =  1.99,  P  <  .05),  while  patterns  in  right  

vSTS  were  able  to  discriminate  communicativeness  for  face  movements  

(  t  (12)  =  1.88,  P  <  .05).  Other  unimodal  effects,  and  all  crossmodal  ef-  

fects,  were  not  significant  (  P  ’s  >  0.05).  Thus,  while  spatial  patterns  of  

response  in  the  vSTS  show  some  sensitivity  to  communicative  content,  
the  effects  were  relatively  weak  and  inconsistent  across  hemispheres,  
and  neither  region  showed  evidence  for  crossmodal  decoding.  

We  next  performed  a  whole-brain  searchlight  analysis.  We  focused  

on  crossmodal  decoding  of  communicativeness  from  facial  to  vocal  stim-  

uli,  because  this  comparison  is  impervious  to  low-level  confounds.  The  

results  from  this  searchlight  are  shown  in  Fig.  4  B.  Regions  with  signif-  

icant  decoding  ability  were  found  in  the  left  posterior  STS  and  right  

posterior  and  middle  STS,  overlapping  with  but  extending  posteriorly  

beyond  face-responsive  regions.  We  also  observed  a  region  of  left  infe-  
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Fig.  5.  Independent  component  analysis  methods.  Left,  step  1:  responses  (beta  values)  were  extracted  across  STS  voxels  and  conditions,  and  concatenated  across  
participants  to  form  a  data  matrix.  Middle,  step  2:  leave-one-participant-out  principal  component  analysis  (PCA)  was  used  to  determine  the  dimensionality  for  which  
the  PC-spanning  subspace  explained  maximum  variance  in  left-out  participants.  Right,  step  3:  independent  component  analysis  (ICA)  was  performed  within  the  
subspace  spanned  by  the  first  four  principal  components,  by  first  scaling  data  to  have  equal  variance  along  each  dimension  (prewhitening),  and  then  finding  a  
rotation  that  minimizes  statistical  dependence  between  dimensions.  Step  3  is  visualized  using  synthetic  data  in  two  dimensions.  

rior  frontal  gyrus.  These  results  indicate  that  fMRI-decodable  informa-  

tion  about  the  communicativeness  of  face  movements  and  vocal  sounds  

is  not  strictly  limited  to  the  fSTS,  but  circumscribed  to  a  set  of  focal  

regions  within  the  STS  and  frontal  cortex.  

3.3.  Independent  component  analysis  

Are  parts  of  the  STS  beyond  functionally-defined  fSTS  and  vSTS  in-  

volved  in  processesing  dynamic  facial  and  vocal  stimuli?  While  ROI-  

based  analyses  provide  a  detailed  characterization  of  specific  functional  

subregions,  they  don’t  assess  responses  in  other  parts  of  the  STS,  and  

require  a  priori  assumptions  about  which  regions  are  involved  in  pro-  

cessing  our  stimuli.  We  next  complemented  this  approach  with  a  data-  

driven  independent  component  analysis,  to  ask  more  broadly,  what  are  

the  dominant  response  profiles  to  dynamic  social  stimuli  across  the  STS?  

An  initial  PCA-based  dimensionality  reduction  technique  revealed  

that  the  split-half  reliable  sources  of  variance  in  response  profiles  

across  voxels  could  be  captured  by  a  4-dimensional  subspace  of  the  13-  

dimensional  space  of  possible  response  vectors  (  Fig.  5  ).  This  subspace  

captured  95.3%  of  the  total  variance  across  voxels.  Running  ICA  then  

yielded  four  response  profiles  spanning  this  subspace,  with  minimal  sta-  

tistical  dependence  of  voxels’  responses  along  each  dimension.  These  

response  profiles,  as  well  as  spatial  maps  of  voxel  weights,  are  shown  

in  Fig.  6  A.  Note  that  they  are  arbitrarily  ordered  and  named  based  on  a  

post-hoc  assessment  of  their  response  profile.  
The  first  two  components  had  straightforward  modality-specific  re-  

sponse  profiles.  The  first  component  had  a  positive  response  to  all  vi-  

sual  conditions,  and  roughly  zero  response  to  auditory  conditions,  and  

thus  was  termed  the  visual  component.  The  voxel  weights  for  this  com-  

ponent  followed  a  posterior-to-anterior  spatial  organization,  with  posi-  

tive  weights  posteriorly  (adjacent  to  early  visual  cortex)  and  decreasing  

weights  moving  anteriorly  along  the  STS.  The  second  component  had  a  

positive  response  to  all  auditory  conditions,  and  roughly  zero  response  

to  visual  conditions,  and  thus  was  termed  the  auditory  component.  The  

voxel  weights  for  this  component  were  strongest  near  the  upper  bank  

of  the  middle  STS  (near  early  auditory  cortex),  and  decreased  moving  

ventrally,  anteriorly,  and  posteriorly  from  this  region.  
The  third  component  had  a  positive  response  to  all  face  movement  

and  vocal  sound  conditions,  including  communicative  and  noncommu-  

nicative  conditions,  and  speech  and  nonspeech  conditions,  but  had  a  

negative  response  to  hand  movement,  music,  and  object  conditions.  
Much  like  the  response  profile  of  the  fSTS  ROI  described  above,  this  pro-  

file  captures  the  discrimination  between  facial/vocal  and  other  stimuli,  
and  was  thus  termed  the  face  +  voice  component.  The  voxel  weights  for  

this  component  were  strongest  around  the  posterior  STS,  with  positive  

weights  extending  into  middle  and  anterior  STS.  
The  fourth  component  had  a  strong  response  to  audio  and  audiovi-  

sual  speech  conditions,  weak  response  to  the  visual  speech,  vocal  non-  

speech,  and  music  conditions,  and  a  negative  response  to  the  remaining  

face,  hand,  and  object  visual  conditions.  Similar  to  the  response  pro-  

file  of  the  vSTS  ROI  described  above,  the  dominant  feature  of  this  pro-  

file  was  audio  speech  selectivity,  with  a  much  stronger  weight  on  au-  

dio/audiovisual  speech  than  other  conditions,  as  well  as  weaker  effects  

of  audio  over  visual  stimuli  and  visual  speech  over  nonspeech  face  mo-  

tion.  This  component  was  thus  termed  the  speech  component.  Similar  to  

the  auditory  component,  voxelwise  weights  were  strongest  in  the  upper  

bank  of  the  middle  STS,  and  decreased  moving  ventrally,  anteriorly,  and  

posteriorly.  
Are  the  STS  response  profiles  captured  by  these  independent  compo-  

nents  dominant  in  a  particular  hemisphere?  We  computed  a  laterality  

index  —the  difference  between  mean  voxel  weights  in  the  left  and  right  

hemispheres  —and  tested  this  index  across  participants  (  Fig.  6  B).  This  

index  was  only  significant  for  component  3,  the  face  +  voice  component  

(  P  <  .05,  two-tailed  t  -test),  which  had  stronger  weights  in  the  right  hemi-  

sphere.  
Do  our  data  satisfy  the  key  underlying  assumption  of  ICA  —that  

distributions  along  IC  dimensions  are  non-Gaussian?  To  assess  non-  

Gaussianity,  we  measured  the  skewness  and  kurtosis  of  voxel  weight  

distributions  (  Fig.  6  B).  We  then  tested  the  distributions  of  these  statis-  

tics  across  participants  against  the  null  hypothesis  of  Gaussian  values  

(skewness  =  0,  kurtosis  =  3)  using  a  nonparametric  bootstrap  test.  Skew-  

ness  was  significantly  greater  than  zero  for  components  1,  2,  and  4  

(  P  ≈ 0,  i.e.  no  bootstrap  samples  were  less  than  0),  but  not  for  compo-  

nent  3  (  P  ≈ 0.09).  Kurtosis  was  significantly  greater  than  3  for  all  compo-  

nents  (  P  ≈ 0).  This  demonstrates  that  components  were  non-Gaussian,  
demonstrating  sparsity  (high  kurtosis)  and  a  bias  toward  positive  val-  

ues  (right-skew),  which  validates  the  non-Gaussianity  assumption  of  our  

ICA  method.  Sparse,  right-skewed  weight  distributions  may  result  from  

anatomical  clustering  of  neural  populations  with  similar  response  pro-  

files,  yielding  a  small  number  of  voxels  with  particularly  high  weights  

(  Norman-Haignere  et  al.,  2015  ).  Notably,  the  face  +  voice  component  

was  sparse  but  not  significantly  skewed,  reflecting  the  presence  of  large  

positive  and  negative  weights  across  voxels  and  conditions.  
Are  spatial  maps  of  voxel  weights  consistent  across  individual  par-  

ticipants?  Maps  of  voxel  weights  from  a  representative  set  of  partici-  

pants  are  shown  in  Fig.  7  .  These  maps  showed  a  consistent  spatial  struc-  

ture  across  participants,  despite  the  IC  analysis  having  no  information  
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Fig.  6.  Independent  component  analysis  identifies  face-voice  and  speech  responses  as  dominant  response  profiles  across  the  STS.  (A)  Right:  response  profiles  for  
four  independent  components,  which  together  explained  ~95%  of  voxelwise  variance  in  STS  responses.  Left:  maps  of  voxel  weights  —the  contribution  of  each  com-  
ponent  to  a  given  voxel’s  response  profile.  Components  are  ordered  arbitrarily  and  named  based  on  post-hoc  assessment  of  their  response  profiles.  Condition  labels:  
FC  =  communicative  face  movement,  FN  =  noncommunicative  face  movement,  HM  =  high  mouth  motion,  LM  =  low  mouth  motion,  HC  =  communicative  hand  
movement,  HN  =  noncommunicative  hand  movement,  VC  =  communicative  vocal  sound,  VN  =  noncommunicative  vocal  sound,  SA  =  audio  speech,  SV  =  visual  
speech,  SAV  =  audiovisual  speech,  M  =  music,  O  =  objects.  (B)  Left:  histograms  of  voxel  weights  for  each  component.  Middle:  properties  of  voxel  weight  distri-  
butions  —skewness,  kurtosis,  and  laterality  index  —shown  as  box  and  whisker  plots  of  the  distribution  across  participants.  Boxes  show  the  25th  percentile,  median,  
and  75th  percentile  of  the  distribution,  and  whiskers  show  the  range.  Right:  matrices  showing  normalized  dot  products  between  pairs  of  response  profiles.  Principle  
components  (PCs)  are  constrained  to  be  orthogonal,  while  independent  components  (ICs)  are  not.  

about  voxels’  spatial  location.  To  quantify  this  consistency,  we  compared  

within-  and  between-component  correlations  of  spatial  maps  across  par-  

ticipants.  Within-component  correlations  were  significantly  larger  than  

between-component  correlations  (mean  correlation  difference  =  0.246,  
P  <  .01,  permutation  test).  

How  does  the  geometry  of  response  profile  vectors  differ  between  

principal  components  and  independent  components  of  our  data?  While  

PC  response  profiles  are  constrained  to  be  orthogonal,  IC  response  pro-  

files  do  not  have  this  constraint.  To  compare  geometries  of  PC  and  IC  

response  profiles,  we  computed  normalized  dot  products  between  re-  

sponse  profile  vectors  from  each  component,  equal  to  cosine  of  the  an-  

gle  between  response  profiles  in  13-dimensional  condition  space.  These  

dot  products  were  equal  to  zero  for  PCs,  but  were  nonzero  for  ICs,  
with  normalized  dot  products  >  0.5  for  components  2,  3,  and  4.  Thus,  
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Fig.  7.  Independent  component  voxel  weight  maps  are  consistent  across  participants.  (A)  Voxel  weight  maps  for  four  representative  participants.  (B)  Histograms  of  
between-participant  correlations  in  voxel  weight  maps,  either  within-component,  or  between-component.  ∗  ∗  denotes  P  <  .01.  

PCA  and  ICA  yielded  components  with  a  rather  different  geometric  

structure.  
What  proportion  of  unique  variance  in  STS  responses  is  explained  

by  each  component?  Because  IC  vectors  are  nonorthogonal,  they  do  not  

provide  an  orthogonal  decomposition  of  voxelwise  variance,  as  PC  vec-  

tors  would.  However,  we  can  assess  the  variance  uniquely  explained  by  

each  component  by  measuring  the  increase  in  explained  variance  from  

adding  each  IC  vector  to  the  subspace  spanned  by  the  other  IC  vectors.  
These  measures  were:  30%  unique  variance  explained  by  the  visual  com-  

ponent,  7%  by  auditory,  8%  by  speech,  and  5%  by  face-voice.  Thus,  
each  component  uniquely  explained  an  appreciable  proportion  of  STS  

response  variance.  
In  sum,  a  large  portion  of  the  voxelwise  variance  in  response  to  the  

dynamic  visual  and  auditory  stimuli  used  in  this  experiment  can  be  cap-  

tured  by  a  linear  combination  of  four  components:  visual  responses,  au-  

ditory  responses,  responses  to  facial  and  vocal  stimuli,  and  responses  

to  auditory  speech.  Thus,  face/voice-  and  speech-related  response  pro-  

files  identified  in  the  ROI  analysis  are  not  merely  idiosyncratic  proper-  

ties  of  the  focal  ROIs  we  chose,  but  are  dominant  profiles  that  capture  

variance  in  responses  across  the  STS  and  emerge  from  a  data-driven  

analysis.  

4.  Discussion  

The  present  study  measured  STS  responses  to  a  range  of  visual  and  

auditory  social  stimuli,  in  order  to  characterize  the  function  of  face-  

and  voice-responsive  STS  subregions,  fSTS  and  vSTS.  We  found  that  the  

fSTS  responded  strongly  to  both  face  movements  and  vocal  sounds,  but  

weakly  to  hand  movements  or  nonsocial  control  stimuli.  These  findings  

are  consistent  with  our  prior  results  showing  strong  responses  to  faces  

and  voices  but  weak  responses  to  whole-body  movements  (  Deen  et  al.,  
2015  ),  and  suggest  a  specific  role  of  this  region  in  processing  audio  and  

visual  signals  from  the  face.  The  fSTS  had  a  similar  mean  response  to  

a  range  of  types  of  face  movement  and  vocal  sound,  including  com-  

municative  and  noncommunicative  stimuli  and  speech  and  nonspeech  

stimuli,  in  both  modalities,  pointing  to  a  broad  representation  of  dy-  

namic  face  actions.  These  findings  argue  against  hypotheses  that  fSTS  

is  specialized  for  processing  audiovisual  speech,  or  communicative  sig-  
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nals  more  generally.  However,  spatial  patterns  of  response  in  this  region  

could  discriminate  communicative  and  noncommunicative  face  actions,  
both  within  and  across  modality  (faces/voices),  demonstrating  that  this  

region  encodes  an  abstract  social  feature  crossmodally.  The  response  

profile  of  the  fSTS  contrasted  with  that  of  the  adjacent  vSTS,  which  had  

a  selective  response  to  auditory  speech.  
While  prior  work  has  documented  overlapping  posterior  STS  re-  

sponses  to  faces  and  voices  (  Kreifelts  et  al.,  2009  ;  Watson  et  al.,  2014a  ;  
Wright  et  al.,  2003  ),  the  present  result  is  striking  in  that  the  fSTS  was  

defined  as  the  maximally  face-sensitive  subregion  of  posterior  STS  in  

individual  participants,  and  nevertheless  it  responded  as  strongly  to  vo-  

cal  sounds  as  to  faces.  Face-responsive  regions  of  middle  and  anterior  

STS  were  also  found  to  have  voice  responses  (Figure  S3).  Furthermore,  
a  data-driven  independent  component  analysis  identified  responses  to  

faces  and  voices  as  a  dominant  source  of  voxelwise  variance  across  

the  STS,  with  strongest  voxel  weights  in  posterior  STS,  and  positive  

weights  extending  along  the  length  of  the  STS  in  some  participants.  
These  results  argue  that  “face  regions  ” of  the  human  STS  (  Haxby  et  al.,  
2000  ;  Pitcher  et  al.,  2011  )  are  better  characterized  as  “face-voice  ” re-  

gions,  responsive  to  dynamic  visual  or  auditory  signals  from  human  

face,  but  minimally  to  nonfacial  controls,  including  hand,  body,  and  ob-  

ject  movements,  as  well  as  nonvocal  music  and  environmental  sounds  

(see  also  Deen  et  al.,  2015  ).  This  conclusion  suggests  a  straightfor-  

ward  update  to  existing  models  of  the  human  brain’s  face  perception  

system  (  Bernstein  and  Yovel,  2015  ):  the  dorsal  (STS)  face  processing  

stream  is  specialized  not  just  for  dynamic  visual  information  from  faces,  
but  also  dynamic  auditory  information  from  faces  (see  also  Yovel  and  

O’Toole,  2016  ).  
What  does  the  response  profile  of  fSTS  across  multiple  types  of  

face  and  hand  movement  and  vocal  sound  tell  us  about  the  functional  

role  of  this  region?  This  region  responded  weakly  to  hand  movements,  
even  when  communicative,  suggesting  against  a  role  in  processing  any  

body  movement.  Among  dynamic  facial  and  vocal  stimuli,  however,  the  

fSTS  responded  strongly  to  all  stimulus  categories  presented  —including  

speech  and  nonspeech,  communicative  and  noncommunicative  —and  a  

similar  pattern  of  response  was  observed  for  the  face  +  voice  component  

identified  by  ICA.  This  result  argues  against  a  strict  specialization  of  

this  region  for  speech  processing  or  social  perceptual  inference,  instead  

pointing  to  a  more  general  role  in  the  multimodal  perceptual  process-  

ing  of  signals  from  faces.  Such  a  region  could  plausibly  contribute  to  a  

range  of  functions  relying  on  audiovisual  perceptual  representations  of  

face  actions,  including  speech  perception,  social  perception,  and  person  

identification.  The  broad  response  profile  observed  also  suggests  against  

the  claim  that  voice  responses  within  pSTS  are  specifically  linked  to  

mouth  movement  responses  (  Zhu  and  Beauchamp,  2017  ).  While  a  small  

preference  for  stimuli  with  mouth  movement  was  observed  in  the  right  

hemisphere,  the  fSTS  bilaterally  responded  strongly  to  both  movements  

with  and  without  a  mouth  component,  and  our  prior  work  has  found  

that  a  similarly  defined  region  contains  information  about  both  eye  and  

mouth  movement  type  (  Deen  and  Saxe,  2019  ).  While  our  results  don’t  

contradict  prior  findings  of  subregions  within  posterior  STS  with  pref-  

erences  for  eye  or  mouth  movements  (  Pelphrey  et  al.,  2005  ;  Zhu  and  

Beauchamp,  2017  ),  they  demonstrate  that  activations  to  any  face  move-  

ment  or  vocal  sound  constitute  a  dominant  response  profile  across  the  

STS.  
While  the  fSTS  responded  strongly  to  both  communicative  and  non-  

communicative  actions,  spatial  patterns  of  response  in  the  fSTS  were  

able  to  discriminate  these  two  categories.  This  result  held  both  within  

modality  for  faces  and  voices,  as  well  as  across  these  two  modalities  

(e.g.,  training  on  faces  and  testing  on  voices,  or  vice  versa),  indicat-  

ing  that  this  distinction  is  encoded  in  an  abstract,  crossmodal  manner.  
This  finding  demonstrates  that  this  region  encodes  an  abstract  social  

dimension,  and  that  representations  in  this  region  are  to  some  extent  

audiovisual,  with  facial  and  vocal  stimuli  organized  around  a  common  

dimension.  In  providing  evidence  for  crossmodal  coding  of  a  socially  

relevant  dimension,  these  results  are  broadly  consistent  with  findings  of  

crossmodal  emotional  state  decoding  in  a  region  of  pSTS/middle  tem-  

poral  gyrus  (  Peelen  et  al.,  2010  ),  and  crossmodal  adaptation  for  emo-  

tional  state  information  in  a  region  of  pSTS  (  Watson  et  al.,  2014b  ).  How-  

ever,  we  note  that  the  regions  assessed  in  these  two  studies  likely  differ  

slightly  from  the  area  studied  here:  e.g.,  the  region  found  by  Peelen  et  al.  
was  not  face-selective,  and  the  region  found  by  Watson  et  al.  was  not  

voice-selective.  
What  do  these  results  tell  us  about  the  role  of  the  fSTS  in  social  per-  

ception,  the  process  of  inferring  abstract  social  properties  from  percep-  

tual  input?  As  in  the  problem  of  transformation-invariant  object  recog-  

nition  (  DiCarlo  et  al.,  2012  ),  extracting  social  meaning  from  visual  and  

auditory  stimuli  entails  detecting  cues  that  bear  a  highly  nonlinear  rela-  

tionship  to  raw  stimulus  features,  and  thus  might  benefit  from  a  hierar-  

chical  processing  architecture.  Brain  regions  positioned  “lower  ” in  the  

hierarchy  would  contain  representations  tied  to  lower-level  stimulus  fea-  

tures,  potentially  limited  to  certain  domains  of  social  information  (face,  
hand  or  body  motion,  or  vocal  sounds).  In  contrast,  brain  regions  situ-  

ated  “higher  ” in  the  hierarchy  would  contain  explicit  representations  of  

communicated  mental  states  and/or  propositional  content,  abstracted  

across  a  range  of  stimulus  features  and  input  domains  (  Skerry  and  

Saxe,  2014  ).  On  this  view,  social  perceptual  inference  involves  an  in-  

terplay  of  regions  across  the  hierarchy,  with  feedforward  connections  

transmitting  updated  sensory  input,  and  feedback  connections  convey-  

ing  predictions  driven  by  high-level  representations  (  Koster-Hale  and  

Saxe,  2013  ).  
Where  is  the  fSTS  situated  in  this  putative  hierarchy?  The  prop-  

erties  reported  here  have  some  signatures  of  a  low-level  representa-  

tion:  the  region  responds  similarly  to  highly  and  minimally  socially  

relevant  actions,  and  is  specific  to  facial  and  vocal  signals,  not  gen-  

eralizing  to  socially  relevant  hand  movements.  However,  other  prop-  

erties  are  more  consistent  with  a  high-level  representation:  fSTS  re-  

sponds  to  stimuli  across  multiple  modalities  (visual  faces  and  auditory  

voices),  and  pattern  analysis  indicates  that  this  region  represents  an  

abstract  social  property,  in  a  manner  that  generalizes  across  modali-  

ties.  Taken  together,  these  results  suggest  that  the  fSTS  plays  a  mid-  

level  role  in  social  perceptual  inference,  containing  a  representation  of  

audiovisual  face  actions  that  is  not  restricted  to  socially  relevant  in-  

puts,  but  which  begins  to  make  explicit  abstract,  social  features  across  

modalities.  
What  parts  of  the  brain  constitute  “higher  ” regions  in  this  hierarchy,  

with  more  explicit  representations  of  abstract  social  information?  Areas  

within  higher-order  association  cortex  implicated  in  high-level  social  

cognition  and  theory  of  mind  provide  a  plausible  candidate  network  

(  Fletcher  et  al.,  1995  ;  Saxe  and  Kanwisher,  2003  ).  These  regions  fall  

within  the  default  mode  network  or  apex  network,  situated  at  the  top  of  

the  cortical  sensory/motor  processing  hierarchy  (  DiNicola  et  al.,  2020  ;  
Margulies  et  al.,  2016  ),  and  have  been  found  to  contain  abstract  rep-  

resentations  of  features  of  others’  internal  states,  including  emotional  

states  (  Skerry  and  Saxe,  2014  ,  2015  )  and  beliefs  (  Koster-Hale  et  al.,  
2014  ,  2017  ).  This  network  contains  a  component  in  the  anterior  STS,  
and  our  prior  work  has  found  partial  overlap  between  face  movement  

and  theory  of  mind  responses  within  anterior  STS  (  Deen  et  al.,  2015  ).  
Thus,  socially-sensitive  subregions  of  the  anterior  STS  could  plausibly  

constitute  a  route  through  which  information  about  dynamic  face/voice  

signals  is  relayed  from  fSTS  to  areas  involved  in  high-level  social  cogni-  

tion.  Future  work  should  explore  this  possibility.  
Beyond  social  perception,  our  results  are  consistent  with  prior  stud-  

ies  implicating  the  posterior  STS  in  the  use  of  audiovisual  informa-  

tion  for  speech  perception  and  person  identification.  Studies  using  tran-  

scranial  magnetic  or  direct  current  stimulation  have  found  that  dis-  

rupting  the  pSTS  can  disrupt  audiovisual  processing  of  speech  content  

(  Beauchamp  et  al.,  2010  ;  Marques  et  al.,  2014  ;  Riedel  et  al.,  2015  ).  
fMRI  studies  have  found  sensitivity  of  pSTS  responses  to  vocal  iden-  

tity  (  von  Kriegstein  et  al.,  2007  ,  2010  ),  sensitivity  to  dynamic  facial  

information  relevant  to  identity  has  been  hypothesized  (  Bernstein  and  

Yovel,  2015  ;  O’Toole  et  al.,  2002  ),  and  recent  studies  have  found  ev-  
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idence  for  crossmodal  identity  representations  (  Anzellotti  and  Cara-  

mazza,  2017  ;  Hasan  et  al.,  2016  ;  Tsantani  et  al.,  2019  ).  Furthermore,  
pSTS  responses  have  been  linked  to  benefits  in  auditory  speech  process-  

ing  resulting  from  face-voice  learning  (  Blank  and  von  Kriegstein,  2013  ;  
von  Kriegstein  et  al.,  2008  ).  However,  we  note  that  it  is  difficult  to  estab-  

lish  whether  the  studies  mentioned  above  are  in  fact  studying  a  common  

region  of  pSTS,  or  nearby  but  functionally  distinct  regions.  Given  dif-  

ferences  in  the  precise  anatomical  location  of  functional  regions  across  

human  participants,  and  differences  in  analysis  and  registration  strate-  

gies  across  studies,  finding  responses  in  similar  stereotaxic  coordinates  

across  studies  does  not  demonstrate  that  these  studies  are  assessing  the  

same  region  (  Brett  et  al.,  2002  );  in  fact,  our  prior  work  has  demonstrated  

that  nearby  and  even  overlapping  pSTS  areas  can  have  rather  different  

response  profiles  (  Deen  et  al.,  2015  ).  Using  functional  criteria  to  de-  

fine  regions  in  a  consistent  manner  across  studies  provides  one  way  to  

resolve  this  issue  (  Saxe  et  al.,  2006  ).  
In  contrast  to  the  broad  response  profile  of  the  fSTS,  the  vSTS  had  a  

strikingly  selective  response  profile,  responding  specifically  to  auditory  

speech  stimuli  over  all  other  categories.  While  prior  studies  have  argued  

that  a  similar  region  of  the  upper  middle  STS  plays  a  role  in  processing  

speech  sounds  (  Binder  et  al.,  2000  ;  Liebenthal  et  al.,  2005  ;  Scott  et  al.,  
2000  ;  Vouloumanos  et  al.,  2001  ;  Wright  et  al.,  2003  ),  or  vocal  sounds  

more  generally  (  Belin  et  al.,  2002  ,  2000  ;  Deen  et  al.,  2015  ;  Fecteau  et  al.,  
2004  ;  Shultz  et  al.,  2012  ),  the  present  results  suggest  that  this  region  is  

primarily  specialized  for  speech  processing.  This  result  is  consistent  with  

a  recent  study  assessing  responses  to  a  broad  set  of  natural  sounds,  which  

found  a  response  component  localized  to  middle  STS/STG  with  a  much  

stronger  response  to  speech  than  a  variety  of  other  sound  categories,  in-  

cluding  nonspeech  vocal  sounds  (  Norman-Haignere  et  al.,  2015  ;  see  also  

Pernet  et  al.,  2015  ).  Particularly  striking  here  was  the  strong  selectivity  

of  vSTS  for  speech  sounds  over  communicative  nonspeech  sounds,  which  

were  somewhat  speech-like  and  typically  involved  one  or  multiple  En-  

glish  phonemes.  A  potential  explanation  for  this  difference  is  that  this  

region  is  sensitive  to  features  of  speech  at  longer  timescales  than  indi-  

vidual  phonemes,  such  as  sequences  of  phonemes  or  prosodic  contours  

(  Overath  et  al.,  2015  ).  Although  our  results  suggest  that  vSTS  is  spe-  

cialized  for  processing  speech  over  arbitrary  vocal  sounds,  this  doesn’t  

rule  out  a  potential  role  for  this  region  for  voice  identification,  given  

that  speech  sounds  are  the  primary  cue  humans  use  to  determine  voice  

identity  (  Latinus  et  al.,  2013  ).  
The  vSTS  also  responded  more  strongly  to  visually  presented  speech  

over  other  types  of  face  movement,  suggesting  a  potential  role  in  the  

visual  processing  of  speech  signals  as  well.  This  finding  is  consistent  with  

prior  studies  finding  mid-STS  responses  to  visual  speech  (  Callan  et  al.,  
2004  ;  Calvert  et  al.,  1997  ;  Capek  et  al.,  2008  ),  and  extends  these  studies  

by  including  a  number  of  meaningful  face  movement  controls,  including  

communicative  nonspeech  mouth  movements.  
Considering  the  response  profiles  of  the  fSTS  and  vSTS  together,  our  

results  indicate  that  the  STS  contains  distinct  pathways  for  1)  process-  

ing  of  facial  and  vocal  signals  in  general  (corresponding  to  the  dorsal  

face  processing  pathway),  and  2)  processing  of  speech  signals.  This  con-  

clusion  contrasts  with  the  common  notion  that  the  STS  is  subdivided  

into  areas  for  processing  faces  (  Haxby  et  al.,  2000  )  and  vocal  sounds  

(  Belin  et  al.,  2000  ).  This  view  of  STS  functional  organization  was  further  

supported  by  data-driven  ICA  results,  in  which  face/voice-responsive  

and  speech-selective  components  emerged  as  dominant  response  pro-  

files,  contributing  largely  independent  sources  of  variance  in  voxelwise  

responses  across  the  STS.  While  we  designate  the  regions  studied  here  

as  fSTS  and  vSTS  based  on  the  functional  criteria  used  to  define  them  

(face  and  voice  responses),  these  results  suggest  that  fvSTS  and  spSTS  

would  be  more  appropriate  names.  
How  do  these  findings  relate  to  our  understanding  of  systems  for  face  

and  voice  processing  in  nonhuman  primates?  The  dorsal  face  processing  

stream  in  humans  has  been  argued  to  relate  to  a  dorsal  stream  within  

the  upper  bank  of  the  macaque  STS,  which  contains  regions  that  respond  

selectively  to  face  motion  (  Fisher  and  Freiwald,  2015  ;  Freiwald  et  al.,  

2016  ).  The  upper  bank  of  the  macaque  STS  primarily  comprises  a  

polysensory  region,  the  superior  temporal  polysensory  area  (STP,  also  

termed  TPO;  Bruce  et  al.,  1981  ;  Seltzer  and  Pandya,  1978  ),  which  con-  

tains  neurons  responsive  to  faces  and  vocal  sounds,  some  of  which  show  

multimodal  interactions  (  Barraclough  et  al.,  2005  ;  Ghazanfar  et  al.,  
2008  ;  Perrodin  et  al.,  2014  ).  Thus,  the  claim  that  the  dorsal  face  pro-  

cessing  stream  is  multimodal  is  generally  consistent  with  the  anatomi-  

cal  positioning  of  macaque  face  motion  areas.  However,  macaque  fMRI  

studies  on  responses  to  vocal  sounds  have  yielded  mixed  results  within  

the  STP  (  Gil-da-Costa  et  al.,  2006  ;  Joly  et  al.,  2012  ;  Petkov  et  al.,  2008  ),  
with  responses  observed  primarily  within  the  superior  temporal  plane  

and  posterior  STP,  not  consistent  in  location  with  face-motion  responses.  
Thus,  while  an  evolutionary  relationship  between  face-motion-sensitive  

areas  of  macaque  STP  and  human  STS  remains  plausible,  it  is  not  clear  

whether  the  macaque  STP  contains  subregions  with  selective,  fMRI-  

detectable  responses  to  both  face  motion  and  vocal  sounds,  as  we  ob-  

serve  here  in  humans.  Future  studies  should  test  this  by  directly  mea-  

suring  responses  to  face  movements  and  vocal  sounds  within  individual  

macaques.  
Can  the  response  profiles  reported  here  be  accounted  for  by  differ-  

ences  across  categories  in  low-level  visual  or  acoustic  features?  Face  

motion  videos  had  lower  motion  energy  than  hand  movement  or  ob-  

ject  videos,  suggesting  against  the  possibility  that  face  responses  were  

driven  by  motion  per  se  (Fig.  S1).  While  different  categories  of  audi-  

tory  stimuli  were  reasonably  well  matched  on  frequency  content,  cate-  

gories  differed  somewhat  in  spectrotemporal  modulation,  with  stronger  

2–4  Hz  modulation  for  speech  stimuli  (Fig.  S2).  Thus,  we  can’t  rule  out  

the  possibility  that  responses  were  influenced  by  differences  in  acous-  

tic  properties.  However,  the  response  profile  of  the  fSTS  across  mul-  

tiple  categories  —a  strong  response  to  speech,  nonspeech  communica-  

tive,  and  noncommunicative  vocal  sounds,  and  weak  response  to  music  

and  nonvocal  environmental  sounds  (  Deen  et  al.,  2015  )  —is  not  easily  

accounted  for  in  terms  of  responses  to  spectral  or  temporal  modula-  

tion.  Furthermore,  decoding  of  communicativeness  from  fSTS  patterns  

generalized  across  auditory  and  visual  modalities,  and  thus  can’t  be  ex-  

plained  by  low-level  features.  Could  the  heightened  vSTS  response  to  

speech  over  nonspeech  vocal  sounds  simply  reflect  the  spectrotemporal  

complexity  of  speech?  Recent  work  has  found  that  speech  responses  in  

middle  STS/STG  are  substantially  reduced  to  synthetic  sounds  matched  

in  spectrotemporal  modulation  statistics,  suggesting  against  this  expla-  

nation  (  Norman-Haignere  and  McDermott,  2018  ).  
Could  effects  attributed  here  to  communicativeness  relate  to  a  dif-  

ferent  high-level  factor?  The  distinction  between  communicative  and  

noncommunicative  stimuli  overlaps  with  several  other  distinctions,  such  

as  social  relevance  and  emotionality,  which  are  difficult  to  dissociate.  
Thus,  while  we  describe  our  results  in  terms  of  effects  of  communicative-  

ness,  they  could  equally  well  reflect  another  of  these  high-level  distinc-  

tions.  This  point  is  particularly  relevant  for  our  MVPA  results,  where  the  

distinction  drives  a  difference  in  responses.  Importantly,  this  does  not  

diminish  the  claim  that  the  fSTS  represents  an  abstract  social  dimension  

crossmodally.  
Are  the  fSTS  responses  reported  here  contingent  on  the  behav-  

ioral  task  used  in  the  scanner?  Here,  we  used  a  task  that  is  unrelated  

to  the  stimulus  distinctions  of  interest  —a  1-back  task  on  individual  

video/audio  clips  —to  ensure  that  differences  in  response  across  cate-  

gories  cannot  be  explained  by  task  effects.  However,  prior  studies  have  

found  a  modest  influence  of  task  on  pSTS  responses  to  visually  presented  

faces,  with  stronger  responses  when  participants  attend  to  gaze  direction  

or  facial  expression  than  to  identity  (  Bernstein  et  al.,  2018  ;  Hoffman  and  

Haxby,  2000  ).  Future  studies  should  investigate  fSTS  responses  to  au-  

diovisual  social  stimuli  in  during  tasks  involving  social  perceptual  infer-  

ence.  
Lastly,  we  note  that  while  our  ICA  results  show  that  face/voice  and  

speech  responses  constitute  dominant  response  profiles  across  the  STS,  
they  of  course  don’t  rule  out  the  possibility  that  other  meaningful  re-  

sponse  profiles  exist  within  this  large  region.  Response  profiles  that  ac-  
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count  for  a  small  amount  of  variance  in  STS-wide  responses,  or  that  

don’t  satisfy  the  model’s  assumption  of  spatial  orthogonality  of  voxel  

weights  among  components,  could  have  been  missed  by  this  method.  
Furthermore,  our  ability  to  identify  dominant  sources  of  response  vari-  

ance  is  intrinsically  constrained  by  the  stimulus  set  chosen:  there  could  

be  features  driving  STS  variance  that  don’t  vary  across  the  particular  

stimuli  used  here.  Thus,  the  current  results  shouldn’t  be  considered  a  

full  characterization  of  response  variability  to  audiovisual  face  actions  

within  the  STS,  but  rather  an  assessment  of  dominant  response  profiles  

to  a  set  of  broad  categories  that  capture  multiple  theoretically  relevant  

dimensions.  
In  sum,  we  find  that  the  face-responsive  region  of  posterior  STS  re-  

sponds  to  a  range  of  face  movements  and  vocal  sounds,  while  the  voice-  

responsive  region  of  middle  STS  responds  selectively  to  speech  sounds.  
Spatial  patterns  of  response  in  the  fSTS  differentiated  communicative  

and  noncommunicative  stimuli  across  modalities  (faces  and  voices),  
demonstrating  that  this  region  encodes  an  abstract  social  feature  cross-  

modally.  Future  research  should  further  detail  the  nature  of  representa-  

tions  of  dynamic  facial  and  vocal  signals  in  these  regions.  
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How much of the structure of the human mind and brain is already specified at birth, and how

much arises from experience? In this article, we consider the test case of extrastriate visual

cortex, where a highly systematic functional organization is present in virtually every normal

adult, including regions preferring behaviourally significant stimulus categories, such as faces,

bodies, and scenes. Novel methods were developed to scan awake infants with fMRI, while

they viewed multiple categories of visual stimuli. Here we report that the visual cortex of

4–6-month-old infants contains regions that respond preferentially to abstract categories

(faces and scenes), with a spatial organization similar to adults. However, precise response

profiles and patterns of activity across multiple visual categories differ between infants and

adults. These results demonstrate that the large-scale organization of category preferences in

visual cortex is adult-like within a few months after birth, but is subsequently refined through

development.
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In human adults, the cortex shows a systematic spatial
and functional organization. Responses in visual cortex are
driven by high-level, behaviourally relevant categories, includ-

ing human faces, bodies, objects and natural scenes, both within
circumscribed, highly selective regions1–4, and in graded response
patterns across larger swaths of cortex5–7. The origins of
these responses have been the topic of intense debate: are they
learned, reflecting a gradual accrual of expertise, or do they reflect
innate predispositions?

A key constraint on theories of cortical development would be
evidence of when these responses emerge in cortex. However, the
functional organization of high-level responses in visual cortex
has never been tested in infants, and existing indirect evidence
makes contradictory predictions. Slow, hierarchical development
of visual functions over years is suggested by late developmental
change in children aged 4–10 years8,9, slow and staggered time
courses of myelination10 and cortical thinning11, and late
developmental change in juvenile macaques12,13. By contrast,
early functional maturation of cortex in infancy is consistent with
high-level responses measured by electroencephalography
(EEG)14,15 and near-infrared spectroscopy (NIRS)16,17, rare
electrophysiological recordings from infant macaques18, and
the sophisticated cognition of pre-verbal infants revealed by
the modern developmental psychology19.

The main obstacle to resolving this debate is the difficulty
of neuroimaging awake infants. The imaging techniques most
commonly used in human infants (EEG and fNIRS) lack
the coverage and resolution needed to measure the spatial
organization of cortex. Only two prior studies have collected
functional magnetic resonance imaging (fMRI) data from awake
infants, and because of infants’ limited tolerance, it has been
difficult to collect sufficient data to test replicability or functional
profiles of response20,21. Here we implement novel methods
for awake infant fMRI to study the early development of high-
level visual responses in cortex. We employ a number of technical
advances to increase participant comfort, optimize signal strength
and minimize head motion artefacts: (1) infant-sized MR head
coils; (2) quiet pulse sequences; (3) dynamic and engaging visual
stimuli; and (4) a combination of extant and novel data analysis
techniques for minimizing motion artefacts.

Our data demonstrate that by 4–6 months of age, human
infants have category-sensitive visual responses to faces
and scenes, with a spatial organization mimicking that observed
in adults. However, we also observe differences: both in response
profiles across multiple categories (which were less selective in
infants), and in patterns of response across cortex. Thus,
the overall functional organization of high-level visual cortex
develops very early, and is subsequently refined.

Results
fMRI findings. We obtained low-motion fMRI data from
9 infants (of 17 tested; age 3–8 months; Supplementary Table 1),
while they viewed engaging, brightly coloured, infant-friendly
movies of faces, natural scenes, scrambled scenes, human bodies
and objects (Supplementary Fig. 1). We first compared responses
to faces versus scenes, because in adults this comparison yields
the most robust differential responses, and delineates a large-scale
spatial organization of extrastriate cortex22,23. Face- or scene-
preferring regions in occipitotemporal cortex were observed in
eight of nine infants, with a similar spatial organization as in
adults (Fig. 1; Supplementary Figs 2 and 3). In individual infants,
face-preferring regions were observed in the fusiform gyrus,
lateral occipital cortex, superior temporal sulcus (STS) and medial
prefrontal cortex; scene-preferring regions were observed in
the parahippocampal gyrus and lateral occipital cortex. Many of

these regions showed reliable responses in a group analysis,
demonstrating generalization across infants (Fig. 1). Region-of-
interest (ROI) analyses corroborated whole-brain results,
demonstrating reliable face and scene preferences in data
independent from those used to define ROIs, in all regions
tested (Fig. 2; Supplementary Figs 4–7; Expt. 1, n¼ 9,
permutation test; ventral face region, z¼ 2.85, P¼ 2.2" 10# 3

lateral face region, z¼ 3.27, P¼ 5.4" 10# 4; STS face region,
z¼ 4.74, P¼ 1.1" 10# 6; ventral scene region, z¼ 6.41,
P¼ 7.3" 10# 11; and lateral scene region, z¼ 3.43,
P¼ 3.0" 10# 4). In six infants who participated in more
than one experiment, these preferences were also replicated
using distinct face and scene movies (Expts. 2–8, n¼ 6,
permutation test; ventral face region, z¼ 2.22, P¼ 0.013; lateral
face region, z¼ 2.51, P¼ 6.0" 10# 3; STS face region, z¼ 4.19,
P¼ 1.4" 10# 5; ventral scene region, z¼ 5.64, P¼ 8.5" 10# 9;
and lateral scene region, z¼ 5.00, P¼ 2.9" 10# 7).

These results demonstrate that the spatial organization
of preferential responses to faces versus scenes is similar in
4–6-month-old infants and in adults, extending throughout the
ventral visual stream and even into prefrontal cortex.
In subsequent analyses, we sought to constrain the functional
interpretation of these responses. Are cortical regions in infants
responding to highly specific visual categories1,2,4, to broader
visual or semantic dimensions5,6, or to lower-level visual features
that co-vary with high-level categories24–27? Do large-scale
patterns of response to categories other than faces and scenes
change over development? Measuring responses to multiple
visual categories enabled us to ask these questions.

Do preferential responses to faces and scenes in infants reflect
a high-level category preference, or a bias toward lower-level
visual features, such as eccentricity, spatial frequency or
rectilinearity (the presence of 90! angles)24–27? We tested
whether cortical responses in infants were better predicted by
these lower-level visual features than by high-level categories.
In Experiment 2, scenes and scrambled scenes were reduced to
80% the size of face and body movies, but category preferences
were unaffected, suggesting that these responses were not driven
by eccentricity (Supplementary Fig. 7B). Across all experiments,
rectilinearity and spatial frequency content of the movies
predicted responses no better, and in scene regions significantly
worse than modulation by visual category (Fig. 3). The visual
category model was particularly better for scene-preferring
regions because the control condition in most experiments
(scrambled scenes) had high spatial frequency and
high rectilinearity, most clearly differentiating the predictions
of the lower-level features from the visual category model. For
face-preferring regions, category and low-level feature models
made similar predictions for these stimuli; future experiments
including a low-spatial-frequency, highly-curvilinear control
condition will clarify the responses of these regions. Overall,
however, our data suggest that by 4–6 months, category-sensitive
cortical responses are not primarily driven by lower-level visual
features.

Another outstanding question is whether responses to faces
and scenes in infants reflect regions with highly selective
responses to specific categories, or weaker-graded preferences
across multiple categories. In adults, for example, the fusiform
face area and parahippocampal place area have highly selective
response profiles, preferring faces or scenes to any other visual
category (for example, objects, bodies, animals, foods and
so on)2,4, whereas broad areas around these regions have
graded preferences predicted by coarser semantic dimensions5,6.
We searched for highly selective regions by contrasting faces
(or scenes) to objects. In adults, these contrasts revealed the
predicted spatially focal, strongly selective regions: each region
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showed a higher response to its preferred category than to all
three other categories (Fig. 4; Supplementary Fig. 3; permutation
test comparing faces or scenes to objects, n¼ 3; ventral face
region, z¼ 5.54, P¼ 1.5" 10# 8; lateral face region, z¼ 4.35,
P¼ 6.8" 10# 6; STS face region, z¼ 7.13, P¼ 5.0" 10# 13;
ventral scene region, z¼ 6.10, P¼ 5.3" 10# 10; and lateral
scene region, z¼ 5.12, P¼ 1.5" 10# 7). In infants, however, no
region showed a higher response to faces or scenes over objects
(permutation test, n¼ 6; ventral face region, z¼ # 0.75, P¼ 0.77;
lateral face region, z¼ 0.91, P¼ 0.18; STS face region, z¼ 1.40,
P¼ 0.08; ventral scene region, z¼ # 1.36, P¼ 0.91; and lateral
scene region, z¼ 0.81, P¼ 0.21). Similar results were obtained
for a range of ROI sizes (Fig. 4): adults showed a significant
response to faces (or scenes) over objects for all regions and
ROI sizes (permutation test, n¼ 3, all P’so0.05), while infants
did not show a significant response for any region or ROI size,
including ROIs as small as 0.8 cm3 (permutation test, n¼ 6, all
P’s40.05). Thus, within the spatial resolution of our methods, we
find no evidence that the difference between groups reflects a
change in the size of selective regions.

Could these null findings result simply from poor data quality
in infants? Several observations argue against this interpretation.
First, standard errors did not differ substantially across infants
and adults, and when a reduced subset of adult data was analysed
to inflate standard errors, the same results were obtained
(Supplementary Fig. 8). Second, although no region preferred
faces (or scenes) to objects in infants, the reverse contrast in
exactly the same data revealed robust responses to objects,
compared with either faces or scenes, with adult-like spatial
organization in temporal and parietal cortex (Supplementary
Fig. 9). Thus, while the large-scale spatial organization of
responses to faces versus scenes is present in infants and remains
a principal dimension of cortical organization into adulthood,
highly selective regions for particular categories apparently
emerge later in development, perhaps requiring more extensive
visual experience.

In addition to the absence of category-selective regions,
we found evidence for developmental change in the large-scale
patterns of functional response across multiple categories.
To summarize and quantify the spatial structure of responses

Infant 1 (6 mo, 59 mins data)

Infant 2 (6 mo, 45 mins)

Group (N=9)

Scenes Faces

2.35 2.3 5

z

Figure 1 | Category-sensitive responses to faces and scenes in infants show adult-like spatial organization. Regions preferring faces over scenes are
reported in red/yellow, and regions preferring scenes over faces in blue. The top two rows of whole-brain activation maps show results from the two
individual infants with the largest amount of usable data, while the third shows a group map with statistics across infants. Maps are thresholded at Po0.01
voxelwise, and corrected for multiple comparisons using a clusterwise threshold of Po0.05.

NATURE COMMUNICATIONS | DOI: 10.1038/ncomms13995 ARTICLE

NATURE COMMUNICATIONS | 8:13995 | DOI: 10.1038/ncomms13995 | www.nature.com/naturecommunications 3



to multiple categories, we computed representational similarity
matrices, capturing the similarity of spatial patterns of response
across categories28. While face and scene responses were
dissimilar in both groups, consistent with the results above,
the pattern of similarity across all categories differed between
infants and adults (Fig. 5; Supplementary Fig. 10).
Representational similarity matrices across the four categories
were highly similar within adults (n¼ 3, mean Kendall’s
tau¼ 0.91), and moderately similar within infants (n¼ 6, mean
Kendall’s tau¼ 0.41), but dissimilar between groups

(mean Kendall’s tau¼ 0.14; significantly lower than within
group similarity for both infants, P¼ 0.024, and adults,
P¼ 0.012, permutation test). Thus visual responses to multiple
categories differ in infants and adults, as measured both
by response profiles of focal regions, and distributed patterns of
response across cortex.

Discussion
Using novel methods to acquire and analyse fMRI data from
awake human infants, this study demonstrates that the cortex of
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Figure 2 | The location and reliability of responses to faces and scenes is consistent across infants and adults. Brain images show heat maps of region-
of-interest (ROI) locations across participants (% of ROIs that included a given voxel), with ROIs defined as the top 5% of voxels responding to faces over
scenes (or vice versa) within an anatomical region. Bar plots show each ROI’s response (per cent signal change, PSC) to faces and scenes in independent
data, separately for Expts. 1, 2–8. Error bars show the standard deviation of a permutation-based null distribution for the corresponding value. Baseline
corresponds to the response to scrambled scenes (Expts. 1–3, 7–8) or scrambled objects (Expts. 4–6). Statistics for infant data are presented in the main
text; as expected, face and scene preferences were highly significant in adults for all regions (permutation test, n¼ 3; all P’so10# 15).
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4–6-month-old human infants is already spatially organized,
with distinct regions responding preferentially to human faces
versus natural scenes. The spatial structure of these responses is
very similar to that observed in adults, and extends throughout
cortex, including occipital, temporal, parietal and frontal regions.
Thus, while the anatomical maturation of human cortex is
slow and asynchronous, basic aspects of functional organization
are present across cortex from a very early age.

Prior fMRI studies have observed category-sensitive responses
in high-level visual cortex in children as young as 4 years8.
By demonstrating that these responses exist by 4–6 months of
age, the current study provides a stronger constraint on theories
of cortical development: this functional organization must either
be determined innately, without any need for visual experience,
or develop within the first few months of life. A limited role for
visual experience in the development of category-sensitive
responses is consistent with evidence that in congenitally blind
adults, category-sensitive responses in visual cortex develop in
the absence of any visual input29,30.

The observation of face-sensitive functional responses
in human infants is also consistent with prior evidence from
EEG and NIRS14–17. Using fMRI, our results go beyond those
prior studies because we are able to assess the precise spatial
organization of category-sensitive responses, and to measure

responses in non-superficial regions, such as ventral temporal
cortex. This novel evidence of the functional organization
of cortex in infancy can be directly related to the extensive
fMRI literature on visual responses in adults. In addition to
providing spatial resolution, the current data provide better
functional characterization of cortical responses in infants.
By acquiring a large amount of high-quality data within
individual infants, we are able to measure responses to multiple
categories, and to internally replicate our finding of face and
scene responses, across experiments that used different specific
movie stimuli. We also provide initial evidence that infants’
responses to high-level, behaviourally significant categories
cannot be explained in terms of responses to simple lower-level
visual features.

While our data indicate that the spatial organization
of responses to faces and scenes is remarkably adult-like, we
additionally observed that both the fine-grained selectivity
and spatial pattern of activity across multiple categories change
with age. In particular, and in contrast to adults, infants did
not have strongly category-selective regions, that is, circum-
scribed regions showing a robustly stronger response to one
category than to any other. Differences between infants and
adults must be interpreted with caution, given the marked
differences in brain size and general visual and cognitive function.
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visual feature model (ventral face region, t(54)¼ #0.48, P¼0.64; lateral face region, t(54)¼0.25, P¼0.80; STS face region, t(54)¼ 1.55, P¼0.13). In
these regions, the category model (including a high response to faces) and the rectinilinearity model (a low response to rectilinearity) made very similar
predictions; other types of stimuli (such as curve-scrambled faces) may be needed to distinguish these hypotheses. In contrast, for scene regions, the
category model and low-level feature models made distinct predictions due to the inclusion of a highly rectilinear non-scene condition (grid-scrambled
movies). For the two scene-preferring regions, the category model significantly outperformed all visual feature models. For brevity, we report statistics only
for the comparison with the best-performing model (ventral scene region, t(54)¼ 3.56, P¼ 7.8" 10#4; lateral scene region, t(54)¼ 2.56, P¼0.013). HF,
high-frequency content; LþHþR¼ low-frequency content, high-frequency content and rectilinearity; LF, low-frequency content; Recti, rectilinearity.
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For instance, one possibility is that in adults, category-selective
responses are enhanced by top-down feedback and selective
attention, which are not yet mature in infants. Nevertheless, these
data are consistent with the hypothesis that the early-developing
large-scale functional organization of category preferences in
cortex provides a scaffolding for subsequent refinement of
responses, leading ultimately to the strongly category-selective
regions observed in adults31. The process of refinement likely
depends on both physiological maturation (for example,
myelination of long-range connections between brain regions)
and visual experience. For example, the visual word form area
develops as a result of experience with a specific orthography32,
but is guided by pre-existing patterns of anatomical

connectivity33. Similarly, extensive training with novel symbols
can generate selective responses in a cortical region in macaques;
the location of this region is consistent across animals, suggesting
refinement based on a pre-existing scaffold12,13.

These results point to myriad future questions, including:
what is the time course of the development of category-selective
visual regions during and after the first year of life? How
do maturation and visual experience interact to drive this
development? And does a similar principle (an initial preference
that is subsequently refined) apply to the development of
functionally specific regions in other perceptual and cognitive
domains? We hope that the methods introduced here will aid in
future investigations of these questions.
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Methods
Participants. We scanned 17 infants (age 2.3–8.6 months, three female) and
acquired useable (low-motion) data from nine infants (age 3.0–8.0 months, one
female). We also scanned three adults (age 27–34 years, one female) for compar-
ison (Supplementary Table 1). Because low-motion data from infants was relatively
rare, whenever possible we scanned infants in multiple sessions (between 1 and 16
scan sessions per infant, for a total of 63 sessions). Sessions occurring within a
month were analysed together as a single data set; sessions separated by more than
a month were analysed as separate data sets (this occurred for five infants; only one
data set per infant was used for group analyses). Adult participants and parents of
infant participants provided written, informed consent, as approved by the Com-
mittee on the Use of Humans as Experimental Subjects at MIT.

Paradigm. Stimuli were infant-friendly dynamic movie clips depicting faces,
objects, bodies, and scenes (Supplementary Fig. 1). Participants initially
viewed Experiment 1 (Expt. 1), a two-condition (face, scene) experiment, with
grid-scrambled scenes included as a baseline (pilot testing indicated that infants
would not tolerate a baseline with less visual structure). When time permitted, we
additionally ran Experiment 2 (Expt. 2), a four-condition (face, object, body and
scene) version, with distinct face and scene movies, a scrambled scene baseline, and
both scene and scrambled scene movies presented at 80% size, to minimize the
possibility of a retinotopic confound in the scene versus face comparison. In certain
cases, experiments (Expts. 3–8) using different movies of the same categories
were used, to further test generalization of responses across specific movies; these
experiments, as well as more detail on stimuli, are further described below
(Further paradigm details). Stimuli were presented in 18 s-long blocks, typically
comprising six 3 s-long movie clips. Baseline blocks occurred every seven blocks
(Expt. 1) or five blocks (Expt. 2); experimental blocks were ordered pseudor-
andomly between baseline blocks. During infant functional scans, an experimenter
or parent lay in the scanner bore to monitor the infant, and told the experimenters
if the infant closed his or her eyes, fell asleep or fussed out. For infants, individual
runs were not fixed in duration, but instead ended whenever the infant fussed
out or fell asleep. For adults, runs lasted 22 blocks (Expt. 1) or 21 blocks (Expt. 2),
with a baseline block at the start and end of each run. Adults received five runs
each of Expt. 1 and Expt. 2. Parents of actors in stimulus videos provided written,
informed consent for the publication of images in Figure 3 and Supplementary
Figure 1.

Data acquisition. MRI data were acquired using a Siemens 3T MAGNETOM
Tim Trio scanner (Siemens AG, Healthcare, Erlangen, Germany). We used a
standard 32-channel head coil for adult participants, and a custom-built
infant-sized 32-channel head coil for infants34. The latter was shaped like a reclined
car seat to increase comfort, and had coil elements close to the infant’s head, to
reduce head motion and increase signal-to-noise ratio. For infants whose heads did
not fit in this coil, a 32-channel head coil designed for 5 year olds was used instead.
To further increase infant comfort, we acquired data using a quiet (70–72 dB sound
pressure level) T2*-weighted pulse sequence35, sensitive to blood-oxygen-level-
dependent contrast (repetition time (TR)¼ 3 s, echo time (TE)¼ 43 ms, a¼ 90!,
field of view (FOV)¼ 192 mm, matrix¼ 64" 64, slice thickness¼ 3 mm, slice
gap¼ 0.6 mm). For infants, we used 18–24 near-axial slices, using the minimum
number of slices required to cover occipitotemporal cortex for a given head size,
because pulse sequence audio volume scaled with number of slices; for adults, we
used 36 near-axial slices for whole-brain coverage. Infants were swaddled during all
scans to reduce body movement.

Anatomical images were only collected in certain cases, because our focus
was normally to collect as much awake functional data as possible, and because

collecting a high-quality anatomical typically required the infant to be asleep to
reduce motion. When anatomicals were collected, we used one of three
T1-weighted pulse sequences of varying length, using briefer, lower-quality
sequences when an infant would only stay still for a short duration. These
included a 24 s sequence (TR¼ 283 ms, TE¼ 1.8 ms, flip angle a¼ 9!,
FOV¼ 159 mm, matrix¼ 106" 106, slice thickness¼ 1.5 mm, 96 sagittal slices),
a 2.2-min sequence (TR¼ 800 ms, TE¼ 3.43 ms, flip angle a¼ 9!, FOV¼ 160 mm,
matrix¼ 160" 160, slice thickness¼ 1 mm, 144 sagittal slices), and a 6.5-min
sequence (TR¼ 2530 ms, TE¼ 1.64 ms, flip angle a¼ 7!, FOV¼ 256 mm,
matrix¼ 256" 256, slice thickness¼ 1 mm, 176 sagittal slices, acceleration
factor¼ 2, 24 reference lines). In adults anatomicals were acquired using the
6.5-min sequence.

Data selection. Data were processed primarily using custom scripts, with tools
from the FMRIB Software Library (FSL) version 4.1.8 and Freesurfer additionally
used for registration and motion correction. Because some of our infant data
contained a substantial amount of head movement, and because head motion
causes highly deleterious artefacts in fMRI data36, we first aimed to discard
high-motion data that could corrupt our results and lead to false negatives. Each
run was first motion corrected by registering each volume to the middle volume,
using rigid transformations determined by FSL’s MCFLIRT. Using the motion
parameters estimated by this correction, we applied a technique known as
scrubbing37,38, removing pairs of adjacent volumes with 40.5 mm of total
translation or 0.5! of total rotation between them. We also removed volumes
where the participant’s eyes were closed, and the first three volumes of each run
(to allow the MR system to equilibrate).

While this technique is effective in removing artefactual spikes of response that
occur at high-motion time points, it can still leave large baseline shifts in voxels’
time courses that occur when a participant’s head moves substantially and remains
in a new location relative to the head coil and external magnetic field. We thus
instituted a second cutoff on scrubbed data, at pairs of adjacent volumes with
42 mm of total translation or 2! of total rotation between them. At these cutoff
points, we temporally split runs to form ‘pseudoruns’ of scrubbed data, where the
head was in a relatively consistent position. These pseudoruns were subsequently
analysed as one would normally analyse a full run. Pseudoruns were kept for
analysis if they contained at least 24 time points, as well as six time points per
condition for all conditions (where condition timing was lagged by 6 s to account
for hemodynamic delay), such that responses to each condition could be estimated.
Last, participants were included in analyses if they had at least 5 min of data saved
after this procedure, across experiments.

Supplementary Table 1 shows the amount of data acquired and saved,
across participants. We initially acquired 23.06 h of data across 17 infants, and were
left with 4.26 h of data across 9 infants after motion screening. Resulting pseudoruns
in infants ranged in length from 1.2–17.5 min (mean 4.3 min). While this procedure
led to a substantial reduction in data quantity, it drastically reduced the amount
of head motion present in the resulting data, reducing mean volume-to-volume
translation from 1.11 to 0.13 mm, and mean rotation from 1.69! to 0.17!. In adults,
neither scrubbing nor pseudorun selection resulted in any volumes being removed,
such that pseudoruns were equivalent to the original runs. Adult data had mean
volume-to-volume translation of 0.04 mm, and mean rotation of 0.02!.

Data preprocessing. Pseudoruns were first motion-corrected by registering
each volume to the middle volume, using rigid transformations determined by
FSL’s MCFLIRT. Data were skull-stripped using FSL’s Brain Extraction Tool,
and spatially smoothed using a 3 mm-full-width at half-maximum Gaussian
kernel.
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Data registration. To combine data across pseudoruns, middle volumes
from each pseudorun for a given participant were all registered to a common target
middle volume, chosen to have minimal distortion. All registration was performed
using FSL’s FLIRT, unless otherwise noted. In infant data, head motion across
pseudoruns posed challenges for this registration: different volumes could have
different positions within the bounding box, and different types of nonrigid
distortion. To optimize registration, we thus adopted the following procedure:
(1) middle volumes were algorithmically registered to target volumes using both a
rigid transformation and a general affine transformation; (2) translation and
rotation parameters for both of these transformations were hand-tuned to improve
registration quality; and (3) we selected whichever resulting transformation
(hand-tuned rigid or hand-tuned affine) provided a more accurate registration
based on visual inspection of anatomical landmarks. For adult data, middle
volumes were registered to the target using a rigid transformation.

For infant data, in cases where anatomicals were collected, target functional
volumes were registered to anatomical images using a rigid transformation, with
translation and rotation parameters subsequently hand-tuned. For adult data,
because surface reconstructions could be obtained, target functionals were
registered to anatomicals with a rigid transformation determined by Freesurfer’s
bbregister. Anatomical images in adults were in turn registered to the Montreal
Neurological Institute (MNI) 152 template brain using a nonlinear transformation
determined by FSL’s FNIRT.

Last, we aimed to register data across infants, for the purposes of registering
search spaces for ROI analyses (described below), and to compute group-level
whole-brain statistical maps. To this end, target functional volumes from each
infant were registered to the target functional of infant 1, data set 3 (the infant
and data set with the most useable data) using an affine transformation, with
translation and rotation parameters subsequently hand-tuned. While these
transformations were not perfect, insofar as linear registration cannot perfectly
align different brains, they were primarily used for the registration of large search
spaces, which should be tolerant to minor inaccuracies in registration. Lastly, to
transform search spaces across infants and adults, this target functional volume was
registered to the MNI brain using an affine transformation, with translation and
rotation parameters subsequently hand-tuned.

Data modelling. For each pseudorun, whole-brain voxelwise linear models were
performed to estimate the blood-oxygen-level-dependent response to visual
stimuli. Regressors for each condition (excluding the baseline) were defined as
boxcar functions with value 1 during blocks of that condition, convolved with a
canonical double-gamma hemodynamic response function. Twelve nuisance
regressors were additionally included to reduce the influence of potential artefacts.
A linear trend regressor was included to account for signal drift. Motion parameter
regressors (three translation parameters and three rotation parameters determined
by motion correction) were used to minimize effects of head motion. Last,
five principal component analysis (PCA)-based noise regressors were used to
account for other noise sources (a method similar to GLMDenoise39). PCA-based
regressors were defined by: (1) choosing a ‘noise pool’ of voxels with o1% of
variance explained by the task regressors; (2) running PCA on time series from
these voxels; and (3) choosing the top five principal components as regressors.
For both task and nuisance regressors, time points that were scrubbed in data
selection were removed after the regressors were defined (with the exception of
PCA-based regressors, which were defined using scrubbed data).

This analysis provided beta values for task regressors corresponding to the
magnitude of response to each condition, and contrast values corresponding to
differences across conditions. To combine the resulting contrast values across
pseudoruns for a given participant and data set, we computed a weighted average of
contrast maps registered to a common functional space, using weights
corresponding to the amount of data contributed by each pseudorun. Weights
were proportional to (cT(XTX)# 1c)# 1, where c is the contrast vector and X is the
design matrix for a given pseudorun. For a given contrast (for example, faces versus
scenes), we combined data across all experiments containing that contrast.

We next statistically assessed these average contrast values for each participant.
Because fMRI time series are temporally autocorrelated, within-participant
statistics are typically computed using feasible generalized least squares, with
an empirical estimate of the autocorrelation structure. However, the validity of
extant methods for estimating the autocorrelation of fMRI data is not well
established40, and these methods have not been validated in infant data. To obviate
the need for any assumptions about the autocorrelation structure in our data, we
instead used a nonparametric permutation test41. Specifically, on each of 5,000
iterations, we randomly permuted the block order for each pseudorun, and
computed a contrast value for each voxel. This procedure provided a null
distribution that was used to threshold voxelwise contrast values at Po0.01, one-
tailed. Estimated null distributions were fit with a Gaussian distribution, allowing
us to estimate small P values that wouldn’t be possible to estimate from the fraction
of samples from the null distribution exceeding the observed statistic; for statistics
with larger P values, the Gaussian fit gave very similar P values to those computed
using the raw null distribution. For visualization and reporting purposes, voxelwise
statistics were converted to z-values based on their computed P value. To correct
for multiple comparisons across voxels, we additionally used a permutation test to

build a null distribution for sizes of contiguous clusters of activation, and
thresholded cluster sizes at Po0.05.

We additionally computed a group-level statistical map to perform inference
across infants. Average contrast maps for each infant were registered to the target
functional space of infant 1, data set 3, and voxelwise t-tests were performed across
infants, comparing contrast values to zero, thresholded at Po0.01. For infants with
multiple data sets acquired at different ages, we only used the data set with the
largest amount of saved data. As above, voxelwise t-statistics were converted to
z-values based on their computed P value for visualization purposes. To correct
for multiple comparisons across voxels, a permutation test was used to build a null
distribution for sizes of contiguous clusters of activation (where on each iteration,
signs of contrast values for each infant were randomly flipped), and thresholded
cluster sizes at Po0.05.

ROI analysis. To assess response profiles of brain regions identified in the
whole-brain analysis, we performed ROI analyses. ROIs were defined as the set
of voxels within a broad anatomical search space with the top N% of statistical
values for a specific contrast, such as comparing faces to scenes or faces to objects.
The value N was typically 5%, but was also varied from 2 to 30% to measure
selectivity as a function of ROI size. Search spaces were hand-drawn on the ana-
tomical image of one participant (infant 1, data set 3), and registered to other
participants’ functional images as described above (Data registration). They
included (Supplementary Fig. 4): (1) lateral occipitotemporal cortex, covering the
expected locations of the occipital face area and occipital place area (mean size
39.2 cm3 in infants; 54.3 cm3 in adults); (2) ventral temporal cortex, covering the
expected locations of the fusiform face area and parahippocampal place area
(38.4 cm3 in infants; 54.0 cm3 in adults); (3) STS, covering the expected location
of the posterior STS face region (40.2 cm3 in infants; 53.0 cm3 in adults); and
(4) medial prefrontal cortex (65.5 cm3 in infants; 97.0 cm3 in adults). To maximize
the amount of data used to define regions, but still extract responses from data
independent of those used to define the ROI42, we used a leave-one-pseudorun-out
analysis: ROIs were defined using data from all but one pseudorun, responses were
extracted from the remaining pseudorun, and after iterating this process across all
pseudoruns and participants, the resulting beta values and contrasts were
combined using the weighted average described above (Data modelling). Beta
values and contrasts were converted to per cent signal change values by
dividing by mean signal strength within the ROI.

For most analyses, differences between conditions were statistically
assessed using a permutation test, analogous to the procedure described above
(Data modelling); these tests assess the significance of the observed effects within
our sample. In addition, we tested whether the effects observed can be expected to
generalize to the population. We compared responses to faces and scenes,
because these conditions were observed by all infants, and combined data across
all experiments to increase power within each participant. For each ROI
(defined as described above, using the face versus scene contrast), mean per
cent signal change values were computed for each participant, and the difference
between responses to faces and scenes was statistically compared to zero using a
one-tailed t-test across infants. As with the whole-brain group-level analysis, when
infants yielded multiple data sets acquired at different ages, we only used the data
set with the largest amount of usable data.

Visual feature analysis. We next asked whether responses in category-sensitive
visual regions could be explained in terms of lower-level visual features. In
particular, we focused on high- and low-frequency content and rectilinearity
(the presence of 90! angles in an image), which have been argued previously to
modulate responses in category-sensitive visual regions24–26. Frequency content
and rectilinearity measures were computed on individual frames from each movie
clip, and averaged across frames for a given clip. Frames were first converted to
grayscale and normalized to have zero mean and unit standard deviation, to
remove effects of overall luminance and contrast. We then computed the discrete
Fourier transform of each frame, and defined low-frequency content as total power
at frequencies less than one cycle per degree of visual angle, and high-frequency
content as total power at frequencies greater than five cycles per degree of visual
angle, following the cutoffs used by Razimehr et al.25 Rectilinearity was computed
using a procedure described by Nasr et al.24: frames were convolved with a bank of
90! angle Gabor filters at different scales and orientations, and magnitudes of
convolved images were averaged across spatial position and filter to yield a single
measure (Fig. 3).

We then assessed whether responses in category-sensitive ROIs were better
predicted by category identity or by visual features. Regressors for visual features
were defined by constructing time series of feature values for each individual
movie in a given pseudorun, convolved with a canonical double-gamma
hemodynamic response function. Categorical regressors were defined as described
above (Data modelling). We compared five models: category (containing regressors
for each visual category in an experiment), low-frequency content, high-frequency
content, rectilinearity, and a model containing low-frequency, high-frequency and
rectilinearity regressors. To eliminate the possibility that differences in model fit
resulted from different degrees of freedom across models, model fit was assessed
using leave-one-pseudorun-out cross-validation. For a given pseudorun, models
were fit using data from all other pseudoruns with the same set of conditions from
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that participant and data set (ROIs were also defined using data independent from
the left-out pseudorun, as described in the ROI analysis section above). This
provided a set of beta values that was used to define a predicted response for
the left-out pseudorun, for each model. Model fit was assessed by computing the
Fisher-transformed correlation (z0-value) between the time series in the left-out
pseudorun and the predicted response. Linear trend and motion parameter
nuisance regressors were included in all models. Model fit estimates were compared
across models using paired, two-tailed t-tests across pseudoruns.

Representational similarity analysis. As an alternative method of comparing
visual responses across infants and adults, we assessed the similarity structure
of spatial patterns of response to different categories of stimuli28. Specifically, we
computed correlations between spatial patterns of response (beta values comparing
each condition to baseline) to the four conditions of Expts. 2–6, in infants and
adults. Patterns were computed across voxels within extrastriate cortex, defined
as the union of the three anatomical search spaces described above
(ventral temporal cortex, lateral occipital cortex and the STS), with data
combined across runs as described above (Data modelling). Correlation matrices
(or representational similarity matrices, RSMs) were Fisher-transformed, averaged
across participants and then inverse-Fisher-transformed for reporting.

To compare RSMs across groups, we next asked whether the ordering of
correlation magnitudes across pairs or conditions (for example, face-object,
face-body and so on) differed across infants and adults. We computed rank
correlations (Kendall’s tau) between correlation values from each pair of
participants, either within infants, within adults, or between infants and adults,
and asked whether orderings were more consistent (higher rank correlation) within
group than between. To test whether the difference between within- and between-
group rank correlations was significantly greater than zero, we performed an exact
permutation test, building a null distribution for these values by computing them
based on all possible group assignments of the six infants and three adults.

Further paradigm details. Across infants, eight slightly different experiments
were run. Experiment 1 contained two categories (face and scene) and was run in
every infant. Experiment 2 contained four categories (face, body, object and scene)
and was run in a subset of n¼ 4 infants. Experiments 3–8 contained 3–4 categories
and were each only run in a single infant. Experiments 3–7 used stimuli that are
very similar to those used in Experiment 2, and were used in early scanning
sessions before switching to Experiment 2. Experiment 8 contained distinct stimuli
and was intended to provide additional evidence for generalization of category
preferences across different specific videos. Because we did not acquire enough
usable data with Experiments 3–8 to analyse them in isolation, they were ultimately
only used in combination with other experiments, to increase power for various
analyses. In particular, because all experiments contained face and scene categories,
all were used for whole-brain face versus scene comparisons, and to define
ROIs based on this contrast. Because Experiments 3–6 contained four categories,
they additionally contributed to four-condition ROI responses.

Experiment 1 consisted of Filmed Faces and Baby Einstein Scenes conditions,
as well as a baseline condition of spatially scrambled scenes (using 15" 15 grid
scrambling, as is the case for all scrambled stimuli). The Filmed Faces were
60 3 s-long close-up videos of children’s faces on a black background, filmed by the
experimenters, as used in a previous experiment in adults43. These videos did
not contain parts of the body below the neck. The Baby Einstein Scenes were
36 3 s-long videos of scenes taken from the Baby Einstein video collection, which all
depicted a three-dimensional (3D) spatial layout, and did not contain humans or
animals.

Experiment 2 consisted of Filmed Front Faces, Filmed Objects*, Filmed Bodies,
Filmed Scenes (presented at 80% size) and a baseline condition of spatially
scrambled scenes (also presented at 80% size). The Filmed Front Faces were
30 3 s-long videos of front-view faces, similar to the Filmed Faces condition,
but containing distinct specific videos. The Filmed Objects* were a set of
20 3 s-long close-up videos of children’s toys on a black background (for example,
rolling balls and moving gear toys), filmed by the experimenters. These 20 clips
were selected from a larger set of 60 clips used in a previous experiment43

(where the *denotes the subset), which were chosen to have virtually no
information about 3D scene layout (for example, corners between walls or between
a wall and a floor). The Filmed Bodies were a set of 60 3 s-long close-up videos of
children’s bodies or body parts (not showing faces) on a black background, as used
in a previous experiment43. The Filmed Scenes were a set of 60 3 s-long videos
filmed by the experimenters from a camera moving through an outdoor scene
(for example, a road and a field), as used in a previous experiment43. These all
depicted a 3D spatial layout, and did not contain humans or animals.

Experiment 3 consisted of Filmed Faces, Filmed Objects*, Filmed Bodies, Baby
Einstein Scenes and a baseline condition of spatially scrambled scenes.

Experiment 4 consisted of Filmed Front Faces, Filmed Objects, Filmed Bodies,
Filmed Scenes and a baseline condition of spatially scrambled objects. Filmed
Objects were the full set of 60 filmed object videos from which the Filmed Objects*
videos were selected.

Experiment 5 consisted of Filmed Faces, Filmed Objects, Filmed Bodies,
Filmed Scenes and a baseline condition of spatially scrambled objects.

Experiment 6 consisted of Filmed Faces, Filmed Objects, Filmed Bodies,
Baby Einstein Scenes and a baseline condition of spatially scrambled objects.

Experiment 7 consisted of Filmed Front Faces, Filmed Side Faces, Filmed
Objects*, Baby Einstein Scenes (presented at 80% size) and a baseline condition
of spatially scrambled scenes. The Filmed Side Faces were 35 3 s-long videos of
side-view faces, similar to the Filmed Faces and Filmed Front Faces conditions
but containing distinct specific videos.

Experiment 8 consisted of Baby Einstein Faces, Baby Einstein Objects,
Animated Scenes and a baseline condition of spatially scrambled scenes. Baby
Einstein Faces were three 18 s-long videos (containing multiple clips) of children’s
faces, taken from the Baby Einstein video collection. While these videos typically
only contained faces, hands were occasionally presented in the vicinity of the face.
Baby Einstein Objects were three 18 s-long videos (containing multiple clips) of
children’s toys and other objects in motion, taken from the Baby Einstein video
collection. Animated Scenes were 18 6 s-long videos designed by having a camera
move through an animated scene created using Blender 3D animation software.
These all depicted a 3D spatial layout, and did not contain humans or animals.

Data availability. The stimuli, data and analysis code that support the findings of
this study are available from the corresponding author on request.
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