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Day 1 – 2024 September 29

[image: LMS1000 - LiDAR sensors | SICK][image: Ultrasonic Module Distance Measuring Sensor HC-SR04]Today I have investigated many possibilities for ways to further advance my line following robot from last year (2023 – 2024). Some possibilities that I have come up with are using an ultra-sonic sensor as shown in figure 1 to allow the robot to stop and reorientation itself in the case of something blocking the path. Another possibility I have come up with is using a lidar sensor such as figure 2 to perform advanced object detection and reorientation. Another possible way to advance this project is by using a grid system where the user can place a dote of where the robot should move to, and the robot will convert the grid into an algorithm where one square corresponds to 1 m. Figure 2
Figure 1



Day 2 – 2024 October 2

Today I have researched more about my possible options. This has made me understand that Ultra Sonic Sensors does not allow for different objects to be to be detected differently, lidar sensors also have this same problem. My 3rd option has problems as well. This is because with a grid system completely removes the line following, and the grid allows the robot to move anonymously. For these reasons I have learned through my research that a Pixy 2 camera can perform the object to detection and recognition, but it does not record at a high enough frame rate, and it is not widely affordable, these are the same reasons that Husky Lens Camera also does not work. A picture of the Pixy 2 camera can be seen in figure 3 and a Husky Lens Camera can be seen in figure 4.

[image: A black circuit board with a camera

Description automatically generated][image: HUSKYLENS Smart AI Machine Vision Sensor - Object Tracking Camera ...]Figure 3
Figure 4





Day 3 – 2024 October 16

Today I have learned that there is a camera called Esp 32 which should work as a more affordable option. I have ordered it for Amazon, and it arrives on the 23rd of October. Figures 5 and 6 are pictures of the camera.



Figure 6
Figure 5

[image: Módulo ESP32-CAM-MB - Todo lo que necesites en robótica de competencia][image: ESP32-cam module (ESP32 WiFi/Bluetooth module including camera) Compatible  with Arduino]













Day 4 – 2024 October 23

Today I received my Esp32, and I have started programming on it. First, I needed to use the Drone Bot Workshop code to get my Esp32 online. This code is in figures 7, 8, and 9. After this the next step was using Edge Impulse to take pictures of my human figure, I had to take a total of 230 pictures of my mini figure. Then Edge Impulse converted those pictures into a code that can be ran on an Arduino Uno R3 the code and be seen on figures 10 – 21.  Figure 8
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[image: A screen shot of a computer
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[image: A screen shot of a computer program
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Figure 9

[image: A screenshot of a computer program
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Figure 10


















Figure 12

[image: A computer screen shot of text
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[image: A screenshot of a computer screen
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Figure 14

[image: A screen shot of a computer code
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[image: A screenshot of a computer program

Description automatically generated]Figure 15
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Figure 16
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Figure 18
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Figure 21
Figure 20

Day 5 - 11 – 2024 October 24 -30

For the past few days, I have tried many different things to make the code work, but it does not upload to Arduino. I have tried taking less picture, buying a special data transfer wire, trying each line, and asking ChatGPT to tell me what each line means and what it does, but it still does not work. So, I have decided to do the face detection in Python 3.11.0 and use the OpenCV library and that may work. 
Figure 22

[image: OpenCV-Python Is Now An Official OpenCV Project - OpenCV]










Day 11 - 15 – 2024 November 4- 8

For the past 4 days I have tried using the Esp32 and Python code, but it has a problem creating a web server that the python and Arduino code can run in. This problem is common with Esp32, but it is not working for me. I have tried many things like using manual going into Device Manager and changing the com ports, and how it reads, and even trying to use it as a HTTP server. For these reasons I have switched to using a web cam.  
[image: web server icon for your website, mobile, presentation, and logo design.  21351649 Vector Art at Vecteezy]
Figure 23

Day 15 - 22 – 2024 November 12 - 19

For the past week I have tried many new Python programs that work with web cams, and I found one reliable one from Arun Ponnusamy who is a computer vision research engineer. The link to his GitHub chat can be found here “https://github.com/arunponnusamy/cvlib/tree/f46a22f8e13bc4b0267b9057fa88de170d41f96a”. 
For this code I have installed the following libraries NumPy, OpenCV-python, Requests, Progress Bar, Pillow, TensorFlow, and Keras. This code uses an all-ready created data base of picture, so I do not need to train the face detection software. Figure 24

[image: A screenshot of a computer

Description automatically generated]









Day 22 - 28 – 2024 November 20 – 26

For the past 6 days I have worked on face detection and have gotten it to run on my web cam. This is very important as now I can work on the serial connection to the Arduino and Python program. In Arduino I have created a code that will stop and start the motors. When a face is detected, the motors stop and when the face is removed the motors restart. For this I have made an Arduino and Python code which can be found in figure 25 - 26 for Arduino and 27 - 28 for Python.Figure 26
Figure 25
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[image: A screenshot of a computer
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Figure 28

[image: A screen shot of a computer code
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Day 28 - 30 – 2024 November 28 – 30 

[image: A computer screen with wires and wires

Description automatically generated]For the past 2 days I have worked on my code and finally gotten my Python and Arduino codes to run together, and it now allows the motors to spin freely when there is no face but when there is a face the motors stop immediately. This now means I can start working on the line following in addition to the face detection that now works. Here is a video of my robot stopping and starting when a face is detected or not, link https://drive.google.com/file/d/1XIgpXCFdXcJYmNE6Hul1gKiwWrq40LSc/view  A picture of the temporary motor setup can be seen in figure 29.Figure 29









Day 30 - 37 – 2024 December 8 – 15

For the past week I have created my robot on a chaise but unfortunately my robot has does not have enough power to pull the cable and all the other components. For this reason, I have decided to make a new robot with 4 motors, a 2-wheel motor step up can be seen in figure 30.
Figure 30


[image: A small toy car with wires and wheels
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Day 37 – 42 2024 December 15 - 20 

I have created a 4-motor design, but that still does not have enough power to pull the cables as the car needs to be plugged in as if it is not the Arduino does not know what it is seeing in front of it. Figures 31 - 38 are below which depicts the 4-motor design.
[image: ]Figure 32
Figure 31

[image: A clear plastic object with metal legs
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[image: A clear plastic piece with screws
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Figure 34

[image: A machine with wheels and wires
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[image: A close-up of a robot
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Figure 36

[image: A close-up of a machine
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Figure 38

[image: A close-up of a circuit board
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Day 42 - 45 2024 December 20 - 23

I have spent the past 3 days thinking about some possible solutions, and I have come up with 2 main ones, the first being a Raspberry Pi model B and completely removing the wires. The second is providing the L298N motor driver with its own power supply. This will allow the motor driver to have more power as the Arduino can only provide 5 volts, but the reason I did not do this first was that this will not allow the motors to work with pulse width modulation or PWM for short. I have ordered my Raspberry Pi model B, and it should arrive on the 26 of December.
[image: Raspberry Pi 4 Model B/4GB]Figure 39








Day 45 - 50 2024 December 26 - 31

I have received my Raspberry Pi model Band have started to install Python and the other library needed for my code, but the Raspberry Pi would not work with OpenCV, and I tried many things to get it work for multiply days until finally on the 31 of December I was able to get it to work. I followed a tutorial for Sam Westby Tech who helped me fix common problems with OpenCV on Raspberry Pi OS here is a link to his video “https://www.youtube.com/watch?v=QzVYnG-WaM4”
[image: Install OpenCV on Raspberry 64 OS - Q-engineering]Figure 40


	





Day 50 – 60 2024 January 5 – 15

[image: A machine with wires and batteries

Description automatically generated]For the past 10 days I have completely remade my robot. I have cut out a new chaise much bigger then the last, put in a monitor to see the live video of the face detection, and have added a separate power supply for all main components including a 6 double AA battery box for the L298N motor driver, a Lipo or Lithium Polymer battery to power the Arduino and a 10k milliamp hour battery pack to power the Raspberry Pi and monitor. This specific battery is needed to power the Raspberry Pi as anything smaller will give a low power waning. Pictures of my car can be seen in figures 41 – 46.     Figure 41








[image: A computer with wires and a piece of wood
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Figure 44
Figure 43


[image: A close up of a machine
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[image: A small device with wheels and wires
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Figure 46
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Day 60 - 63 2024 January 15 - 18

For the past few days, I have been trying to fix my robot as it would not stop when a face is detected after many hours and days of research I have learned that the problem was most likely due to my motor driver not being connected to the Arduino to fix this I had to ground the motor driver to Arduino which fixed my problem. But the robot now is too fast to detect the human face. Pictures of the wiring can be seen in figures 47 - 50. Figure 47
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[image: A close up of a machine
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Figure 49

[image: A close up of a car
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Figure 50

[image: A close-up of a circuit board
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Day 63 - 68 2024 January 18 – 23

For the past few days, I have investigated some options to fix the speed problem for my car and one fix could be switching the previous six battery connector shown in figures 51- 52 to a 5-battery connector like the one shown in figures 53 - 54. Switching to a 5-battery connector has worked and my robot is now finished and works.
Figure 51

[image: A black battery holder on a white surface
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[image: A black metal object with screws
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Figure 53

[image: A battery in a black case
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[image: Batteries in a battery holder
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while (client.connected()) {

if (client.available()) {
char ¢ = client.read();
serial.write(c);
if (c "\n*) {

if (currentLine.length() == @) {

client.println("HTTP/1.1 200 OK");
client.println("Content-type:text/html");
client.println();

client.print("Click <a href=\"/H\">here</a> to turn ON the LED.<br>");
client.print("Click <a href=\"/L\">here</a> to turn OFF the LED.<br>");

client.println();

break;
} else {
currentLine = "3
}
} else if (c 1= "\r') {
currentLine += c;

}

if (currentLine.endswith("GET /H")) {
digitalwrite(LED BUILTIN, HIGH):
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#include <WiFi.h>
#include <WiFicClient.h>
#include <WiFiAP.h>

#define LED BUILTIN 2

const char *ssid = "yourAP";
const char *password = "yourPassword

WiFiServer server(se);

void setup() f{
pinMode(LED_BUILTIN, OUTPUT);

Serial.begin(115200);
serial.println();
serial.println("Configuring access point..

WiFi.softAP(ssid, password);
IPAddress myIP = WiFi.softAPIP();
Serial.print("AP IP address: ");
serial.println(myIp);
server.begin();

serial.println(“Server started");

¥

void loop() {
WiFiClient client = server.available();

if (client) {
serial.println(“New Client.");
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uints t *snapshot_buf;

static camera config t camera_config = {

.pin_pwdn = PWDN_GPTO_NUM,
.pin_reset = RESET_GPIO_NUM,
.pin_xclk = XCLK_GPTO_NUM,
.pin_sscb_sda = SIOD_GPIO_NUM,
.pin_sscb_scl = SIOC_GPIO_NUM,

.pin_d7 = Y9_GPIO_NUM,
.pin_dé = Y8 GPIO_NUM,
.pin_d5 = Y7_GPIO_NUM,
.pin_d4 = Y6_GPIO_NUM,
.pin_d3 = Y5_GPIO_NUM,
.pin_d2 = Y4_GPIO_NUM,
.pin_d1 = Y3_GPIO NUM,
.pin_de = Y2_GPIO_NUM,
.pin_vsync = VSYNC_GPIO_NUM,
.pin_href = HREF_GPTO_NUM,
.pin_pclk = PCLK_GPIO_NUM,

.xclk_freq_hz = 20000000,
.ledc_timer = LEDC TIMER 0,
.ledc_channel = LEDC_CHANNEL 0,

.pixel format = PIXFORMAT JPEG,
.frame_size = FRAMESIZE QVGA,

.jpeg_quality = 12,
.fb_count = 1,

.fb_location = CAMERA FB_IN_PSRAM,
.grab_mode = CAMERA GRAB_WHEN_EMPTY,
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#include <Mansukh-Project-1_inferencing.h>
#include “edge-impulse-sdk/dsp/image/image.hpp"”

#include “esp_camera.h”

#elif defined (CAMERA MODEL AI THINKER)
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#define PWDN_GPIO_NUM 32
#define RESET GPIO NUM -1
#define XCLK_GPIO_NUM °
#define SIOD_GPIO NUM 26
#define SIOC_GPIO NUM 27
#define Y9_GPIO_NUM 35
#define Y8 GPIO_NUM 34
#define Y7_GPIO_NUM 39
#define Y6_GPIO_NUM 36
#define Y5_GPIO_NUM 21
#define Y4 GPIO_NUM 19
#define Y3_GPIO_NUM 18
#define Y2 GPIO_NUM 5
#define VSYNC_GPIO NUM 25
#define HREF_GPIO_NUM 23
#define PCLK_GPIO_NUM 22

#else

#error "Camera model not selected”

#endif

#define EI_CAMERA RAW_FRAME BUFFER COLS
#define EI_CAMERA RAW_FRAME BUFFER ROWS
#define EI_CAMERA FRAME BYTE SIZE

static bool debug nn =

false;
stz ool As Arenslased
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bool ei_camera_init(void);
void ei_camera_deinit(void);
bool ei_camera_capture(uint32 t img width, uint32 t img height, uints t *out_buf) ;

* @brief

*/

void setup()

{

Serial.begin(115200);

while (1Serial);

Serial.println("Edge Impulse Inferencing Demo");

if (ei_camera_init()

Arduino setup function

false) {
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85 if (el_camera_init() == false) {
86 ei_printf("Failed to initialize Cameral\r\n");

87 }

88 else {

89 ei_printf(“camera initialized\r\n");

90 }

91

92 ei_printf("\nStarting continious inference in 2 seconds...\n");
E ei_sleep(2000);

9 }

95

9%  /**

97  * @brief

98  *

99 * @param[in] debug

100  */

101 void loop()

102 {

EE]

104

105 if (ei_sleep(5) != EI_IMPULSE OK) {

106 return;

107 }

108

109 snapshot_buf = (uintg t*)malloc(EL_CAMERA RAW FRAME BUFFER COLS * EI CAMERA RAW_FRAME BUFFER ROWS * EI_CAMERA FRAME BYTE SIZE);
110

111

112 if(snapshot_buf == nullptr) {

113 ei_printf("ERR: Failed to allocate snapshot buffer!\n");
114 return;

115 }

116

117 ei:isignal t© signal;

118 signal.total_length

EI_CLASSIFIER_INPUT_WIDTH * EI_CLASSIFIER INPUT_HEIGHT;
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118 signal.total length = EI_CLASSIFIER INPUT_WIDTH * EI_CLASSIFIER_INPUT_HEIGHT;

119 signal.get data = &ei_camera_get_data;
120

121 v if (ei_camera capture((size t)EL CLASSIFIER INPUT WIDTH, (size t)EI CLASSIFIER INPUT HEIGHT, snapshot buf) == false) {
122 ei_printf("Failed to capture image\r\n");

123 free(snapshot_buf);

124 return;

125 }

126

127

128 ei_impulse result_t result = { @ };

129

EEL) EI_IMPULSE ERROR err = run _classifier(&signal, &result, debug nn);

131 v if (err != EI_IMPULSE OK) {

132 ei_printf("ERR: Failed to run classifier (%d)\n", err);

FEE] return;

134 }

135

136

137 v ei_printf("Predictions (DSP: %d ms., Classification: %d ms., Anomaly: %d ms.): \n",
138 result.timing.dsp, result.timing.classification, result.timing.anomaly);
139

140 \/ #if EI_CLASSIFIER OBJECT DETECTION ==

141 ei_printf("object detection bounding boxes:\r\n");

142 v | for (uint32 t i = @; i < result.bounding boxes_count; i++) {

143 ei_impulse_result_bounding_box t bb = result.bounding boxes[il;

144 ~ if (bb.value == @) {

145 continue;
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continue;
¥
ei_printf(" %s (%F) [ x: %u, y: %u, width: %u, height: %u J\r\n",
bb.1label,
bb.value,
bb.x,
bb.y,
bb.width,
bb.height);

#else
ei_printf("Predictions:\r\n");
for (uint16 t i = @; i < EL_CLASSIFIER_LABEL_COUNT; i++) {
ei printf(" %s: ", ei _classifier inferencing categories[i]);
ei_printf("%.5f\r\n", result.classification[i].value);

#endif

#if EI_CLASSIFIER_HAS_ANOMALY
ei_printf("Anomaly prediction: %.3f\r\n", result.anomaly);
#endif

#if EI_CLASSIFIER HAS_VISUAL_ANOMALY
ei_printf("visual anomalies:\r\n");
for (uint32 t i = @; i < result.visual ad count; i++) {
ei_impulse result bounding box t bb = result.visual ad grid cells[i];
if (bb.value == @) {

continue;

¥

ei_printf(" %s (%F) [ x: %u, y: %u, width: %u, height: %u J\r\n",
bb.1label,

bb.value,
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bb.value,

bb.x,
bb.y,
bb.width,
bb.height);
3
#endif

free(snapshot_buf);

}

e
* @brief

* @retval

*/

bool ei_camera_init(void) {




image17.png
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218

if

(is_initialised) return true;

v #if defined(CAMERA MODEL ESP_EYE)

pin
pin
~ #endif

es
v if

}

sel

v if

}

ode(13, INPUT_PULLUP);
ode(14, INPUT PULLUP);

perr t err = esp camera_init(&camera_config);
(err 1= ESP_OK) {

serial.printf(“Camera init failed with error ex#x\n", err);
return false;

nsor_t * s = esp_camera_sensor_get();

(s->id.PID == 0V3660_PID) {
s->set_vflip(s, 1);
s->set_brightness(s, 1);
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218
219  #if defined(CAMERA MODEL MSSTACK WIDE)

220 s->set_vflip(s, 1);
221 s->set_hmirror(s, 1);

222 #elif defined(CAMERA MODEL_ESP_EYE)
223 s->set_vflip(s, 1);

24 s->set_hmirror(s, 1);

225 s->set_awb_gain(s, 1);

226 #endif

227

228 is_initialised = true;

229 return true;

230}

231

232 /**

233 | * @brief

234

235 /**

236 | * @brief

237 | *

238 | * @param[in] img width

239 | * @param[in] img _height

240 | * @param[in] out_buf

241 | *

242 | *

243 | * @retval

204 | *

245 */

246  bool ei_camera_capture(uint32 t img width, uint32 t img height, uints t *out buf) {
247 bool do_resize = false;

248

249 if (lis_initialised) {

250 ei_printf("ERR: Camera is not initialized\r\n");
251 return false;

252 1




image19.png
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
ECE
304
305
306
307
308
309
310

¥

static int ei_camera get data(size t offset, size t length, float *out_ptr)

4

size t pixel ix = offset * 3;
size t pixels left = length;
size t out_ptr_ix

while (pixels left I= @) {
out_ptr[out_ptr_ix] = (snapshot_buf[pixel_ix + 2] << 16) + (snapshot buf[pixel ix + 1] << 8) + snapshot_buf[pixel_ix];

out_ptr_ix++;

pixel_ixi=3;

pixels_left--;
}

| | return o;

#if Idefined(EI_CLASSIFIER SENSOR) || EI_CLASSIFIER SENSOR != EI_CLASSIFIER SENSOR_CAMERA
#error "Invalid model for current sensor”
#endif
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}

camera_fb_t *fb = esp_camera_fb_get();

if (Ifb) {
ei_printf(“Camera capture failed\n");
return false;

}

bool converted = fmt2rghsss(fb->buf, fb->len, PIXFORMAT JPEG, snapshot_buf);
esp_camera_fb_return(fb);

if(lconverted){
ei_printf("Conversion failed\n");
return false;

if ((img width != EI_CAMERA RAW FRAME BUFFER COLS)
|| (img_height != EI_CAMERA RAW_FRAME_BUFFER ROWS)) {
do_resize = true;

}

if (do_resize) {
ei::image: :processing: :crop_and_interpolate rghgss(
out_buf,
EI_CAMERA RAW_FRAME BUFFER_COLS,
EI_CAMERA RAW_FRAME_BUFFER_ROWS,
out_buf,
img width,
img height);

return true;
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void startMotors() {

}

void stopMotors() {

}

startMotors();

3
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#define IN1 5
#define IN2 6
#define IN3 9
#define INA 10
#define ENA 3 // PWM pin for Motor 1 speed control
#define ENB 11 // PWM pin for Motor 2 speed control

void setup() {
pinMode(IN1, OUTPUT);
pinMode(IN2, OUTPUT);
pinMode(IN3, OUTPUT);
pinMode(INA, OUTPUT);
pinMode(ENA, OUTPUT);
pinMode(ENB, OUTPUT);

// set motor speeds (@ to 255 for PuWM)
analogWrite(ENA, 255); // Full speed for Motor 1
analogWrite(ENB, 255); // Full speed for Motor 2

// start both motors
startmotors();

Serial.begin(9600);

}

void loop() {
if (Serial.available() > @) {
char command = Serial.read();

if (command =
stopMotors();

} else if (command = ‘R*) {
startMotors();

sty |
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import cv2
import serial
import time

# Initialize serial communication with Arduino (replace 'COM3' with the correct port for your Arduino
arduino = serial.Serial('COM4', 9600, timeout=1) # Replace 'COM4' with your Arduino's port

+# Open webcam
webcam = cv2.VideoCapture (0)

if not webcam.isOpened() :
print("Could not open webcam")
exit()

# Load pre-trained face detector (Haar Cascade classifier)

face_cascade = cv2.CascadeClassifier(cv2.data.haarcascades + 'haarcascade frontalface default.xml')

# Loop through frames

while webcam.isOpened():
+ Read frame from webcam
status, frame = webcam.read()

if not status:
print("Could not read frame")
break

# Convert the frame to grayscale for face detection

gray = cv2.cvtColor (frame, cv2.COLOR_BGR2GRAY)

# Detect faces in the frame

faces = face_cascade.detectMultiScale (gray, scaleFactor=1.1, minNeighbors=S, minSize=(30, 30))

# If a face is detected
if len(faces) > 0:
+ send signal to Arduino to stop the motor
arduino.write (b'STOP')
print ("Face detected, stopping motor")
else:

# Send signal to Arduino to keep the motor running

arduino.write (b'RUN')
print("No face detected, motor running")

# Draw rectangles around the faces
for (%, y, W, h) in faces:

cv2.rectangle (frame, (x, y), (x +w, y + h),

# Display the frame with face detection

(0,

255,

0),

2)
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# Display the frame with face detection
cv2.imshow ("Real-time face detection", frame)

# Press "Q" to exit
if cv2.waitRey(1) & OXFF == ord('q'):
break

# Release resources
webcam. release ()
cv2.destroyAllWindows ()
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