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Tuning the Airplane Balance, Nordic Hamstring Curl, and Squat Jump Machine 
Learning Model Hyperparameters with Validation and Testing data 

Airplane Balance Model Test 1  

Layers:  

1. ReLU (80) 
2. ReLU (1) 

Epochs: 60 

Learning rate: 0.1  

Observations: 

Unfortunetly the validation loss did not change throughout the training of this model unlike 
the accuracy. This is problematic due to the loss being simply too high.  
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Airplane Balance Model Test 2  

Layers:  

1. ReLU (80) 
2. Sigmoid (1) 

Epochs: 60 

Learning rate: 0.1  

Observations: 

Sometimes the accuracy of the predictions did not increase and sometimes it barely 
increased or decreased. The loss also was just too high which rendered this model useless. 

 

 

Airplane Balance Model Test 3  
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Layers:  

1. Sigmoid 
2. ReLU 

Epochs: 60 

Learning rate: 0.1  

Observations: 

The loss also didn’t change and stayed too high to continue using these settings. 
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Airplane Balance Model Test 4 

Layers:  

1. Sigmoid (80) 
2. Sigmoid (1) 

Epochs: 60 (just to determine where the accuracy and loss plateaus) 

Learning rate: 0.1  

Observations: 

The loss value got higher than the starting loss which is not ideal. However, I saw that the 
loss decreased in the 5-10 epoch range before rising again which gave me hope that this 
model could still work if it was trained for less time. 



5 
 

 

Airplane Balance Model Test 4-B 

*Same settings as test 4 with the epochs set to 10 instead of 60* 

Obervations: 

The results improved but this model did not provide the same accuracy compared with 
those that were trained with slower learning rates. 
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Airplane Balance Model Test 5  

Layers:  

1. Sigmoid (80) 
2. Sigmoid (1) 

Epochs: 60 (Just to see where the accuracy and loss plateaus) 

Learning rate: 0.01  

Observations: 

This model was a good compromise between true positives and true negatives which 
resulted in the overall best combined accuracy. This specific model achieved my goal of 
limiting the amount of false positives.  
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Validation dataset 

 

Training dataset 
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Airplane Balance Model Test 6 

Layers:  

1. Sigmoid (80) 
2. Sigmoid (1) 

Epochs: 60 (Just to see where the accuracy and loss plateaus) 

Learning rate: 0.001 

Observations: 

The amount of loss was accpetable, however the amount of false positives were higher 
than the model with the learning rate of 0.01 (Test 5). 
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6A-batch size 4: 

Validation dataset 

  

 

Test dataset 

 

 

6B-batch size 8: 

Validation dataset 

 

Test dataset 
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Final Airplane Balance (APB) Model Settings: 

Layer 1 = Sigmoid (80) 

Layer 2 = Sigmoid (1)  

Learning Rate = 0.01 

Batch Size = 8 

Epochs = 40 

Observations:  

 

Validation Dataset Results: 

 

 

Test Dataset Results: 
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Nordic Hamstring Curl Model Test 1  

Layers:  

1. Sigmoid (64) 
2. ReLU (1) 

Epochs: 40 

Learning rate: 0.01  

Observations: 

The loss did not improve at all during the training of the model resulting in a high amount of 
loss on the validation data set. 

 

  



12 
 

Nordic Hamstring Curl Model Test 2  

Layers:  

1. ReLU (64) 
2. Sigmoid (1) 

Epochs: 40 

Learning rate: 0.01  

Observations: 

Resulted in high amounts of loss for all except the batch of size 8 where the loss peaked after 
the 9th epoch before continually becoming worse and worse until the end of the training 

Batch Size 8: 

 

 

Nordic Hamstring Curl Model Test 3  

Layers:  

1. ReLU (64) 
2. ReLU (1) 

Epochs: 40 

Learning rate: 0.01  

Observations: 

Validation loss did not change during training. The whole model was poorly preforming, and 
the amount of loss was more prevalent with the larger batch sizes. 
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Nordic Hamstring Curl Model Test 4 

Layers:  

1. Sigmoid (64) 
2. Sigmoid (1) 

Epochs: 60 (just to determine where the accuracy and loss plateaus) 

Learning rate: 0.1  

Observations: 

Produced the best results for accuracy with the smallest amount of loss. Preformed better 
on the validation data then the next best model meaning that this was my top choice.  
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Nordic Hamstring Curl Model Test 5  

Layers:  

1. Sigmoid (64) 
2. Sigmoid (1) 

Epochs: 60 (Just to see where the accuracy and loss plateau) 

Learning rate: 0.01  

Observations: 

It was overall the second best model with low amounts of loss and high accuracy. 
Unfortunetly, it struggled on the validation data creating 6 false positives and 4 false 
negatives resulting in a 84% accuracy.  
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Nordic Hamstring Curl Model Test 6 

Layers:  

1. Sigmoid (64) 
2. Sigmoid (1) 

Epochs: 60 (Just to see where the accuracy and loss plateaus) 

Learning rate: 0.001  

Observations: 

The validation loss even after training was simply too high for me to continue with the 
setting of this model. However, it was interesting to see that the batch size of 4 didn’t have 
the least amount of loss. 
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Final Settings for the Nordic Hamstring Curl Model: 

Layer 1 = Sigmoid (64) 

Layer 2 = Sigmoid (1) 

Learning Rate = 0.1 

Batch Size = 4 

Epochs = 40 

Observations:  

The model performed well on the validation data resulting in a 92-93% accuracy and 
struggled less with false positives and negative than the next most accurate competitor. 

Validation Dataset Results 

 

 

 

Test Dataset Results 
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Squat Jump Model Test 1  

Layers:  

1. ReLU (40) 
2. ReLU (1) 

Epochs: 60 

Learning rate: 0.1  

Observations: 

All through the 60 epochs, each batch size’s validation loss never changed indicating the 
model was barely improving. 
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Squat Jump Model Test 2  

Layers:  

1. ReLU (40) 
2. Sigmoid (1) 

Epochs: 60 

Learning rate: 0.1  

Observations: 

With this model, the loss and accuray was inconsistent between batch sizes. Additionally, 
the validation dataset proved to be problematic for the model. 
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Squat Jump Model Test 3  

Layers:  

1. Sigmoid (40) 
2. ReLU (1) 

Epochs: 60 

Learning rate: 0.1  

Observations: 

Throughout every batch size, the validation loss and the accuracy did not change indicating 
that there is an issue with this model. 
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Squat Jump Model Test 4 

Layers:  

1. Sigmoid (40) 
2. Sigmoid (1) 

Epochs: 60 (just to determine where the accuracy and loss plateau) 

Learning rate: 0.1  

Observations: 

This model clearly suffered from overfitting as the models trained on each batch size had 
their best validation accuracy and loss result way before the final epoch, indicating that the 
model was tailoring its training to improve the results on the training dataset. On my 
second attempt with these settings, I shortened the epochs to 10, but unfortunetly, the 
result was entirely different than the previous attempt, and now changing the best result to 
around the 6-7th epoch.
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Squat Jump Model Test 4-B 

*Same settings as test 4 with the epochs set to 10 instead of 60* 
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Squat Jump Model Test 5  

Layers:  

1. Sigmoid (40) 
2. Sigmoid (1) 

Epochs: 60 (Just to see where the accuracy and loss plateaus) 

Learning rate: 0.01  

Observations: 

These settings provided very solid results in which the batch size of 8 came out on top in 
both the validation loss and accuracy. We can also see that the results have plateaued at 
the 40 epoch mark. My model had a final accuracy of 78%, which is not ideal, but just like 
the model in “Test 6”, it falsely identified 19 samples as “negative” showing that a proper 
squat jump exercise could be more difficult to detect.  

*The objective is to minimize the number of false positives, allowing only those completed 
with proper exercise fidielity to pass through*
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Squat Jump Model Test 6 

Layers:  

1. Sigmoid (40) 
2. Sigmoid (1) 

Epochs: 60 (Just to see where the accuracy and loss plateaus) 

Learning rate: 0.001 

Observations: 

This model did not preform as well as the 0.01 learning rate model, however it shows 
consistent progress towards the 100% target accuracy. One weakness with this model is 
that it identified 29 false negatives, which was the ultimate reason for my decision to go 
with the “Test 5” model instead. 
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Final Settings of the Squat Jump Model: 

Layer 1 = Sigmoid 

Layer 2 = Sigmoid 

Learning Rate = 0.01 

Batch Size = 8 

Epochs = 40 

Classification Threshold = 0.35 

Observations:  

The model performed well at keeping out false positives but it was not as effective at 
keeping out false negatives. This was the reason why I adjusted the threshold in which 
predictions are set to true or false. In this case, the best overall threshold on both the 
training and validation datasets was 0.35. Overall, the model is not perfect, but it meets my 
objective with an approximate 82-86% accuracy on both the validation dataset, and the 
test dataset. 

 

Validation Dataset Results: 

 

 

When Classification Threshold =0.4 
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Classification Threshold = 0.35 (Final Selected Model) 

 

Classification Threshold = 0.3 

 

Classification Threshold = 0.2 
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Test Dataset Results: 

Classification Threshold = 0.4 

 

Classification Threshold = 0.35 (Final selected model) 

 

Classification Threshold = 0.3 

 

Classification Threshold = 0.2 

 


